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Abstract. Clustering is a commonly used unsupervised machine learn-
ing method, which automatically organized data into different clusters
according to their similarities. In this paper, we carried out a through-
out research on evolutionary computation based clustering. This paper
proposed a sample index based encoding method, which significantly re-
duces the search space of evolutionary computation so the clustering al-
gorithm converged quickly. Evolutionary computation has a good global
search ability while the traditional clusteringmethod k-means has a better
capability at local search. In order to combine the strengths of both, this
paper researched on the effect of initializing k-means by evolutionary com-
putation algorithms. Experiments were conducted on five commonly used
evolutionary computation algorithms. Experimental results show that the
sample index based encoding method and evolutionary computation ini-
tialized k-means both perform well and demonstrate great potential.

Keywords: Clustering, evolutionary computation, sample index based
encoding, initializing k-means.

1 Introduction

Clustering refers to partitioning data into different clusters according to their sim-
ilarities. It is an unsupervised machine learning method that does not require the
pre-specified categories information. It directly mining unlabeled data according
to their inherent structure, and automatically partitions them into several clus-
ters based on the intrinsic properties of the data. The goal of clustering is to get
the greatest similarity between samples of the same cluster and the smallest sim-
ilarity between samples of the different clusters. Clustering has been widely used
in many fields. For example, in the field of text processing, document clustering
can effectively organize different documents together based on subject, which can
help people to filter the documents and find what they needed quickly.

There are many traditional clustering algorithms, such as k-means [1], hi-
erarchical clustering [2] and expectation maximization (EM) [3]. The target of
k-means algorithm is to get the smallest sum of distances within the same classes.
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It will get a satisfying result through iterative updating the center of each clus-
ter and updating the cluster each sample belongs to. However, using such a
clustering approach always has the risk of falling into local optimum.

Evolutionary computation is a kind of optimization algorithm by simulating
the natural biological process of evolution. Evolutionary computation algorithms
generally maintain a population of solutions, and gradually improve the quality
of the solution through the evolution of the population. There are some common
evolutionary computation algorithms, like genetic algorithms [4], evolutionary
strategies [5], differential evolution [6], particle swarm optimization algorithm
[7] and firework algorithms [8]. Evolutionary computation has incomparable su-
periority compared to traditional optimization algorithms. It does not need to
calculate the gradient of the objective function for achieving the optimization,
and it has strong robustness, not easy to fall into local optimum.

In recent years, evolutionary computation is used by many researchers to
improve the quality of clustering. Ujjwal Maulik et al. used the genetic algorithm
to optimize the inter-clustering distance [9,10], Das, S. et al. and Paterlini, S.
et al. applied differential evolution to the clustering problem [11,12], while Van
der Merwe, DW et al. and Chen, ChingCYi et al. studied the particle swarm
optimization based clustering [13,14].

In this paper, we first reviewed the basic principle and process of using evo-
lutionary computation to cluster, and then we proposed a sample index based
encoding method, this method can effectively reduce the search space of evo-
lutionary computation algorithms, which will make the clustering algorithm
converge quickly. Finally we focused on the study of initializing k-means by
evolutionary computation algorithms.

This paper is organized as follows: Chapter 1 is introduction. Chapter 2 gives
a brief introduction to k-means and the clustering based on evolutionary com-
putation. Chapter 3 presents a sample index based encoding method. Chapter 4
demonstrates the using of evolutionary computation to initialize k-means. The
experimental results are given in Chapter 5. Chapter 6 makes the summaries.

2 Formulated Description of Clustering

Given a data set D, whose amount of the samples is N and the dimension of
each sample is d. D = x1, x2, ..., xN where xi represents a d-dimensional vec-
tor, i = 1, 2, ...N . Clustering algorithms require these N samples be partitioned
into K clusters. Many clustering algorithm use the centroids of the clusters to
determine the cluster attribution. Assuming the centroid of the i-th cluster is
ci, i = 1, 2, ...,K. For the sample xj , clustering algorithm will calculate the dis-
tance between xj and all the centers of K clusters, and partition xj into the
k-th cluster if the distance between xj and the centroid of the k-th category is
the smallest. The process can be represented mathematically by the following
formula:

k = argmin
i

‖xj − ci‖2 (1)

where ‖xj − ci‖2 represents the Euclidean distance between the two vectors.
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The goal of clustering is to make the samples inside the same cluster have the
greatest similarity. This goal can be achieved by minimizing the within-cluster
sum of squares (WCSS). The definition of WCSS is as follows [9]:

J =

K∑

i=1

∑

xj∈Ci

‖xj − ci‖2 (2)

where Ci represents a collection of samples in class i, the WCSS represents the
sum of all samples distances to their corresponding clusters centroid.

K-means applies an iterative way to update the centroid of the cluster to
obtain a promising clustering result. It first randomly initialize a centroid for
each cluster, then each samples cluster label is determined according to Formula
1, then the average of all samples within the cluster i is set as the new centroid
of the i-th cluster, as shown in the following equation [1]:

ci =

∑
xj∈Ci

xj

|Ci| (3)

After obtaining the new centroid for each cluster, k-means process the clus-
tering according to Formula 1 again, and then get new cluster centroids. This
process is iterated until the termination condition is satisfied.

The clustering result of k-means is susceptible to the initial cluster centroid.
If the selection of initial cluster centroid is not good, k-means is easy to fall
into local optimum. While the evolutionary computation has excellent ability of
global optimization. Therefore using evolutionary computation to cluster data
can get a better quality of clustering.

When using evolutionary computation to clustering, we have to encode the
way of clustering into individuals. The individual is represented by a multi-
dimensional vector and the way of encoding has significant impact on the clus-
tering results. There two common ways used for encoding: cluster centroid based
encoding [9] and sample category based encoding [15].

When using cluster centroid based encoding, all clusters centroids will be
joined into a single vector, as an individual in evolutionary computation, which
is represented as < c1, c2, , cK >.

Assuming a data set has 1000 samples in total, and they can be partitioned
into 20 clusters, each dimension of the data is 10, the clustering problem will be
encoded as a 200-dimensional vector. The vector is represented by the conjunc-
tion of 20 10-dimensional vectors, the 20 vectors stand for the 20 centroids for
all the 20 clusters.

Given the centroid of each category, each sample is partitioned to the corre-
sponding cluster according to Formula 1, and then use the formula Formula 2
to get the WCSS, which will then be used as an individuals fitness function.

Sample category based encoding method encodes each sample’s cluster di-
rectly. Each individuals dimension equals to the number of samples, the indi-
vidual is expressed as < L1, L2, , LN >, where Lj stands for sample xjs cluster
label, j = 1, 2, ..., N , Lj ranges between 1 to K as an integer. If the j-th sample
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belonging to the category i, i = 1, 2, ...,K, then the individual value of the j-th
dimension Lj is i.

After given each samples category, the center of each class is calculated
by using the Formula 3, then the WCSS will be used as an individuals fitness
function.

3 Sample Index Based Encoding

In order to further improve the quality of clustering, we propose to use the
sample index based encoding method. Cluster centroid based encoding using a
point in d-dimensional space to represent a cluster centroid, so each individuals
dimension after encoding is K ∗d. Sample index based encoding using the sample
from the sample set as a cluster centroid; we just have to record the samples
index in the sample set. Therefore the individuals dimension after encoding is
K. The individual is represented as < I1, I2, , IK >.

Under such encoding method, the i-th clusters centroid is the Ii-th sample
in the sample set xIi . After each clusters centroid is determined, each samples
cluster is calculated by using Formula 1, then the WCSS will be used as an
individuals fitness function.

Assuming a data set has 1000 samples in total, and they can be partitioned
into 20 clusters, each dimension of the data is 10, the clustering problem will be
encoded as a 20-dimensional vector. If the 10-th dimension of the vector is 426,
the centroid of the 10-th cluster is the 426-th sample in the sample set.

The individuals dimension of cluster centroid based encoding is K ∗ d, the
individuals dimension of sample category based coding isN , while the individuals
dimension of sample index based encoding is K. Generally K is much less than
K ∗d and N . Therefore the dimension of the proposed encoding method is much
lower than the other two ones. The relationship between the search space of
evolutionary computation and the individuals dimension is exponential, so the
low-dimensional encoding means you can significantly reduce the search space.
After the reduction, evolutionary computation algorithms can easily find the
optimal solution and get a better result.

General speaking, before using evolutionary computation to search for the op-
timal solution, we need to specify the upper and lower bounds for each dimension
in the search space. The upper and lower bounds of the cluster centroid based
encoding is determined by the range of training data. For example the range of
cis x-th dimension should be equal to the range of the x-th dimension of all the
data. So actually the process of evolutionary computation is to search a solution
within a hypercube. But in general the data are not evenly distributed in the
hypercube, the data may be concentrated in certain areas, and most areas in the
search space don’t have any data. The evolutionary computation algorithm will
inevitably enter areas without data to search. This will waste a lot of time.

When using sample index based encoding, since each centroid comes from the
sample set, the selection of centroids is more close to the real distribution of the
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data. So evolutionary computation algorithm will not enter the areas without
data, but it will only search within areas of data. This mechanism ensures that
the evolutionary algorithms search time is spent where it makes sense, thus
evolutionary algorithm can quickly converge to the optimal solution, resulting
in better clustering results.

4 K-means Initialized by Evolutionary Computation

Evolutionary computation is well known for its excellent global search capabil-
ity. Evolutionary computation algorithms adopt the stochastic strategy to avoid
trapping into the local optimum. Individuals have certain probability to jump
out of current searching areas, which enables the evolutionary computation al-
gorithms to explore the global optimum in the whole search space. But such
algorithms may not perform well when searching the local area to further im-
prove the current best solution. The stochastic way of local search cannot finely
guide the current best solution to the actual best solution near it.

K-means minimizes the WCSS by iterating the following procedures: updating
the cluster label of each sample according to the centroids of clusters, and then
updating the centroids of clusters according the cluster label of each sample.
The updating of centroids of clusters at successive iterations takes place in the
local area; the centroids at the next iteration are not far from the centroids
at the previous iteration. Therefore k-means has strong local search capability.
But such searching strategy cannot explore the whole search space sufficiently,
leading to a poor global search capability. If the initial centroids are not well
chosen, k-means will trapping into the local optimum.

In order to exploit the synergy of global search ability and local search ca-
pability, the combination of evolutionary computation with k-means have been
studied. For example Ahmadyfard, A. et al. combined particle swarm optimiza-
tion algorithm and k-means algorithm to to get a better clustering algorithm [16].

In this section we combine the proposed sample index based encoding method
with k-means to study their synergy. First we use an evolutionary computation
algorithm to get K centroids. Evolutionary computation is able to obtain quite
good centroids over the whole search space due to its excellent global search
capability. But these centroids need to be further tuned in the local area to
improve the clustering performance. We use k-means to tune these centroids by
taking these centroids as the initial centroids of k-means. k-means will exploit the
local area to search for better centroids in an iterative way. k-means initialized
by evolutionary computation combines the strength of evolutionary computation
and k-means, leading to both excellent global search capability and excellent
local search capability.

The procedure of k-means initialized by evolutionary computation are shown
in Algorithm 1.
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Algorithm 1. K-means initialized by evolutionary computation.

1: Randomly initialize a population of individuals, each individuals dimension is K.
2: Calculate the fitness function for each individual in the population. First, we parse

the centroid for each cluster from the sample index based encoding method. Then
each samples cluster is determined according to the clusters centroids, and the
WCSS will be used as an individuals fitness function.

3: Apply the evolutionary operations (such as selection, crossover, mutation, etc.)
of evolutionary algorithms to get the next generation of the population from the
current population.

4: If the termination condition of evolutionary algorithm meets, get the optimal so-
lution and go to Step 5, otherwise go to Step 2.

5: Figure out the centroid of each cluster from the optimal individual obtained by
evolutionary computation.

6: Each samples cluster is determined according to its closest centroid.
7: Calculate the mean vector of all the samples in each cluster. Then use the mean

vector as the new cluster centroid.
8: If the termination condition of k-means is satisfied, go to Step 9, otherwise go to

Step 6.
9: Output clustering result.

5 Experiments

5.1 Experimental Setup

In this paper, we use six evolutionary computation algorithms for clustering,
which are differential evolution (DE) [6], the conventional fireworks algorithm
(FWA) [8], enhanced fireworks algorithm (EFWA) [17], evolutionary strategies
(ES) [5], genetic algorithms (GA) [4] and particle swarm optimization algorithm
(PSO) [7].

For fireworks algorithm and enhanced fireworks algorithm, we use the default
parameters from their original papers. We use the java library jMetal [18] to
implement the other four algorithms, and the default parameters of jMetal is
used for these algorithms. The maximum number of evaluations of all algorithms
are set to 25000.

These algorithms will use a lot of random numbers at running time, so the
results obtained by the algorithm will be different when run repeatedly. In order
to obtain a stable measurement evolutionary computation based clustering, each
experiment were run 20 times, and the average of the results will be used as the
final result.

Experiments are conducted on eight commonly used document clustering data
sets. Stacked auto-encoder is used to extract document feature [19]. At first
the tf-idf feature [20] is extracted for the most frequent 2000 words. Then a
stacked auto-encoder with the structure of 2000−500−250−125−10 is used to
extract abstract document feature. After such feature extraction each document
is represented as a 10-dimensional vector. The name of each dataset, the number
of samples, the dimension and the number of categories are shown in Table 1.
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Table 1. Detailed information of the eight datasets

Dataset Number of Samples Dimension Number of Categories

re0 1504 10 13
re1 1657 10 25
wap 1560 10 20
tr31 927 10 7
tr45 690 10 10
fbis 2463 10 17
la1 3204 10 6
la2 3075 10 6

Clustering algorithms need to set the number of clusters K in advance. These
data in the dataset have the original category, we set the number of clusters
equal to the number of original categories.

5.2 Comparison among Different Encoding Methods

In this section we will compare cluster centroid based encoding, sample category
based encoding and sample index based encoding. The average WCSS over all
of the 8 data sets is shown in Table 2.

Table 2. Within-cluster sum of squares of cluster centroid based encoding, sample
category based encoding and sample index based encoding

Evolutionary
Algorithms

cluster centroid sample category sample index

DE 935.08 1582.72 828.44
EFWA 1183.19 1645.08 814.41
ES 920.33 1425.40 800.64

FWA 1023.67 1634.44 819.05
GA 940.97 1524.56 811.12
PSO 1216.97 1639.51 881.40

We can see from the above results that the proposed sample index based en-
coding performs better than the two existing ways of encoding after optimization
by all of the six algorithms. This shows that the proposed encoding method can
effectively reflect the essence of the document sets structure, which made the
optimization easily to be done. Thus the proposed sample index based encoding
method has a great potential in the future development of clustering.

From Table 2, we can get the performance of different evolutionary compu-
tation algorithms. Evolutionary strategy (ES) performed best among all of the
optimization algorithms, which was followed by the genetic algorithm (GA), en-
hanced fireworks algorithm (EFWA), fireworks algorithm (FWA) and differential
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evolution (DE), the worst one is the particle swarm optimization (PSO). There-
fore the evolutionary computation algorithm used also has an import impact on
the clustering performance.

We also compare the clustering results between evolutionary computation
based clustering and k-means. The average WCSS of k-means over the 8 data
sets is 811.32. As shown in Table 2, evolutionary strategy achieves better result
than the k-means, so it can be used as a new and effective clustering methods.
However, several other optimization algorithms effect is not significant. While the
usage of evolutionary computation to initialize k-means can effectively improve
the quality of clustering, experimental results are shown in the next section.

5.3 K-means Initialized by Evolutionary Computation

Fig. 1 gives the average WCSS over eight datasets of three clustering algorithms.
The three clustering algorithms include clustering using evolutionary computa-
tion directly, k-means and k-means initialized by evolutionary computation. The
average WCSS of clustering using PSO directly is 881.4, while other clustering
algorithms are all below 835. We cut this extreme value in Fig. 1 to get a suitable
figure; only the part below 835 is shown in Fig. 1.
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Fig. 1. Within-cluster sum of squares of clustering using evolutionary computation
directly, k-means and k-means initialized by evolutionary computation

From the figure we can see that k-means initialized by differential evolu-
tion, enhanced fireworks algorithm, evolution strategy, fireworks algorithm and
genetic algorithm is superior to original k-means and the direct evolutionary
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computation algorithms. Therefore the initialization strategy of k-means is able
to improve the performance of clustering evidently.

It is easy to fall into local optimum for traditional k-means initialized at
random. While k-means initialized by evolutionary computation will locate the
initial centroids near the optimal centroids. In such case k-means who has excel-
lent local searching ability will find the optimal centroids easily. The clustering
performance of particle swarm optimization is slightly poor. This is because
particle swarm optimization doesn’t converge well for clustering.

6 Conclusions

This paper introduces the basic principle and procedures of k-means and cluster-
ing using evolutionary computation. A novel encoding method based on sample
index is proposed in this paper. We combine k-means and evolutionary com-
putation by initializing k-means by evolutionary computation to enhance the
clustering performance. At last this paper gives the experimental results of evo-
lutionary computation based clustering over six common evolutionary computa-
tion algorithms.

The proposed sample index based encoding method significantly outperforms
cluster centroid based encoding and sample category based encoding. The en-
coding method based on sample index is able to restrict the centroids within
the training data. The evolutionary computation algorithms will concentrate on
meaningful search space to get a better solution. Whats more, the search space
of this encoding method is much smaller than the other two encoding methods
due to its lower dimension, therefore evolutionary computation algorithms will
find the optimal centroids more easily.

K-means initialized by evolutionary computation is superior to the original k-
means and using evolutionary computation directly. Evolutionary computation
is good at global search, while k-means is good at local search. Initializing k-
means by evolutionary computation is able to combine the two advantages and
improve the clustering performance.
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