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The Effect of Information Utilization: Introducing a
Novel Guiding Spark in the Fireworks Algorithm
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Abstract—The fireworks algorithm (FWA) is a competitive
swarm intelligence algorithm which has been shown to be very
useful in many applications. In this paper, a novel guiding
spark (GS) is introduced to further improve its performance
by enhancing the information utilization in the FWA. The idea
is to use the objective function’s information acquired by explo-
sion sparks to construct a guiding vector (GV) with promising
direction and adaptive length, and to generate an elite solution
called a GS by adding the GV to the position of the firework. The
FWA with GS is called the guided FWA (GFWA). Experimental
results show that the GS contributes greatly to both exploration
and exploitation of the GFWA. The GFWA outperforms pre-
vious versions of the FWA and other swarm and evolutionary
algorithms on a large variety of test functions and it is also a
useful method for large scale optimization. The principle of the
GS is very simple but efficient, which can be easily transplanted
to other population-based algorithms.

Index Terms—Evolutionary algorithm, fireworks algo-
rithm (FWA), guiding spark (GS), information utilization,
swarm intelligence.

I. INTRODUCTION

THE FIREWORKS algorithm (FWA) is a newly proposed
swarm intelligence algorithm. It searches for an optimal

point in the search space by iterating the explosion opera-
tion and the selection operation. In the explosion operation,
numerous explosion sparks are generated around the fireworks
within certain explosion amplitudes. After that, the fireworks
of a new generation are selected from these explosion sparks.
In each iteration, much information about the objective func-
tion is acquired by these explosion sparks, but it is not fully
utilized in the previous versions of the FWA.
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Some of the recent research on the FWA [1], [2] places
their focus on the adaptive control of the explosion amplitude.
But more importantly, they have also revealed the importance
and the effect of utilizing the information about the objective
function acquired by these explosion sparks.

In this paper, the information is further utilized to generate
guiding sparks (GSs) in the FWA. The position of a GS is
calculated by adding to the position of a firework a certain
vector called the guiding vector (GV). The GV is the differ-
ence between the centroids of two groups of explosion sparks:
1) those with good evaluation values and 2) those with bad
evaluation values. It will be shown both experimentally and
theoretically that the GV usually points to a promising area
of the search space and its length is adaptive according to the
distance away from the optimal point.

The FWA with GSs is called the guided FWA (GFWA)
meaning the search process is guided by GSs as well as by
the acquired information about the objective function.

It will be shown in experiments that GSs are usually much
more efficient than explosion sparks in the FWA and that the
proposed GFWA outperforms state-of-the-art variants of the
FWA and also some famous swarm and evolutionary algo-
rithms on a wide range of test functions. Moreover, it turns
out that the GFWA is also a useful method for large scale
optimization problems due to its powerful global optimization
capability and linear time complexity.

The GFWA is not the first algorithm to use the population’s
information to guide search. But the GS provides a new, sim-
ple, reasonably designed, theoretically sound and practically
effective method to help further improve information utiliza-
tion in heuristic algorithms, and it can be easily transplanted
to a large variety of population-based algorithms.

The rest of this paper is organized as follows. Some related
works about information utilization and FWAs are introduced
in Section II. The framework and the operators of the baseline
algorithm—the dynamic search FWA (dynFWA) are intro-
duced in Section III. The proposed GFWA and its theoretical
analyses are presented in Section IV. Experimental results are
shown in Section V. Finally, Section VI concludes this paper.

II. RELATED WORKS

In this section, some related research works are briefly intro-
duced around the issue of information utilization and in the
field of the FWA.

Besides, some algorithms also deserve to be discussed
because their ideas share some similarities with that of
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the GFWA. Readers can find these discussions and compar-
isons in Section IV-G.

A. Information Utilization in Heuristic Algorithms

Typically, most of the swarm algorithms and evolutionary
algorithms share the same framework consisting of two steps:
1) new individuals are produced and 2) old individuals are
eliminated.

In the first step, new information is acquired; while in the
second step, some information about the objective function
is abandoned. The performances of these algorithms depend
largely on how and to what extent the information is utilized
before it is abandoned.

By information utilization, we mean the usage of the infor-
mation acquired by a heuristic algorithm in the search process
for guiding future behaviors.

Information utilization is the potential drive of most research
works in the field of computational intelligence, such as
adaptive control [3], fitness approximation [4], estimation of
distribution [5], etc. As for the GFWA, the adaptive length of
the GV makes the GFWA one of the adaptive control methods,
while the direction of the GV estimated using the information
of the explosion sparks makes it one of the approximation
methods.

The extent, the way and the cost of information utiliza-
tion are all vital to the performance of a heuristic algorithm.
Although it seems very hard to compare the extents between
different families of algorithms, at least, in terms of developing
a specific heuristic algorithm, its ability to utilize information
should be developed as much as possible. In this paper, we are
going to give an example and attempt on a recently proposed
swarm algorithm, the FWA, to show how much a heuristic
algorithm can benefit from the idea of information utilization.

B. Related Works of Fireworks Algorithm

Since the FWA was proposed in 2010 [6], it has been shown
to be a very competitive algorithm for optimization and has
attracted much research interest. The FWA has been success-
fully applied to many real world problems, including digital
filters design [7], non-negative matrix factorization [8]–[10],
spam detection [11], image identification [12], power loss min-
imization and voltage profile enhancement [13], capacitated
vehicle routing problem [14], mass minimization of trusses
with dynamic constraints [15], laser machining processes [16],
swarm robotics [17]–[19], clustering [20], multilevel image
thresholding [21], RFID network planning [22], multisatel-
lite control resource scheduling [23], constrained portfolio
optimization [24], regional seismic waveform [25], modern
Web information retrieval [26], gamma-ray spectrum fitting for
radioisotope identification [27], de novo motif prediction [28],
thermal unit commitment [29], privacy preserving [30], etc.

So far, research on the FWA has concentrated on improv-
ing the operators. In one of the most important improvements
of the FWA, the enhanced FWA (EFWA) [31], the operators of
the conventional FWA were thoroughly analyzed and revised.
Based on the EFWA, an adaptive FWA (AFWA) [1] was pro-
posed, which was the first attempt to control the explosion

amplitude without preset parameter by detecting the results of
the search process. In [2], a dynFWA was proposed in which
a simple dynamic controller of the explosion amplitude was
adopted and the Gaussian mutation operator of the EFWA was
removed.

Thanks to these works, the operators in the FWA have
become much more reasonable and efficient. But more impor-
tantly, the direction of further research on the FWA has
been clearly revealed. In fact, compared with the conven-
tional FWA, the EFWA which adopts the best-firework-based
Gaussian mutation strategy has promoted the information shar-
ing capacity of the fireworks swarm. In the same way, based on
the EFWA’s static explosion amplitude strategy, the dynFWA
and the AFWA introduced the adaptive controller by using
the information acquired in the search process. The intrin-
sic property of these improvements is to raise the information
utilization level. Thus, mining the information about the objec-
tive function from the evaluated fitness more thoroughly to
help guide the search process is one promising and interesting
research topic.

III. OVERVIEW OF THE DYNFWA

The GFWA is based on the dynFWA because its idea is
very simple and it works stably. In this section, we will briefly
introduce the framework and the operators of the dynFWA for
further discussion.

Without loss of generality, consider the following minimiza-
tion problem:

min
x∈Rd

f (x) (1)

where x is a vector in the d dimensional Euclidean space. The
object is to find an optimal x with minimal evaluation (fitness)
value.

The dynFWA keeps searching for better solutions by the
iteration of generating sparks from the fireworks and selection
of fireworks among the sparks. Each iteration consists of the
following two steps.

1) Explosion Operator: Each firework explodes and gen-
erates a certain number of explosion sparks within a
certain range (explosion amplitude). The numbers of
explosion sparks (2) and the explosion amplitudes (4)
are calculated according to the qualities of the fireworks.
The principle of the calculation is to make better fire-
works generate more sparks in smaller ranges in order to
conduct exploitation and worse fireworks generate fewer
sparks in larger ranges for exploration.

2) Selection Operator: Fireworks of the new generation are
selected from the candidates including the current fire-
works and sparks. In the dynFWA, the best individual
among the candidates is selected as a firework of the
next iteration first, and the other fireworks are selected
from the rest of the individuals uniformly randomly.

Besides, if the optimization problem is constrained, there
is a mapping operator to map the out-of-bound sparks back
into the feasible space. But the mapping operator is not to be
discussed in this paper. We refer interested readers to a recent
monograph [32].
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In the following, the explosion operator of the dynFWA will
be described in detail.

For each firework Xi, its explosion sparks’ number is
calculated as follows:

λi = λ̂ · maxj
(

f
(
Xj

))− f (Xi)

∑
j

(
max

k
( f (Xk))− f

(
Xj

)
) (2)

where λ̂ is a constant parameter which controls the total
number of explosion sparks in one generation.

In each generation, the firework with the best fitness is
called the core firework (CF)

XCF = arg min
Xi

( f (Xi)). (3)

In the dynFWA, the fireworks’ explosion amplitudes (except
for the CF’s) are calculated just as in the previous versions of
the FWA

Ai = Â · f (Xi)− f (XCF)
∑

j

(
f
(
Xj

)− f (XCF)
) (4)

where Â is a constant parameter which controls the explosion
amplitudes generally.

But for the CF, its explosion amplitude is adjusted according
to the search results in the last generation

ACF(t) =
⎧
⎨

⎩

ACF(1) t = 1
CrACF(t − 1) f (XCF(t)) = f (XCF(t − 1))

CaACF(t − 1) f (XCF(t)) < f (XCF(t − 1))

(5)

where ACF(t) is the explosion amplitude of the CF in genera-
tion t. In the first generation, the CF is the best among all the
randomly initialized fireworks, and its amplitude is preset to a
constant number which is usually the diameter of the search
space. After that, if in generation t− 1, the algorithm found a
better solution than the best in generation t−2, the amplitude
of the CF will be multiplied by an amplification coefficient
Ca > 1, otherwise it will be multiplied by a reduction coeffi-
cient Cr < 1. The best solution in generation t − 1 is always
selected into generation t as the CF, so the right hand condi-
tions in (5) indicate whether the best solution found has been
improved.

The core idea of this dynamic explosion amplitude is
described as follows: if in one generation no better solution is
found, that means the explosion amplitude is too long (aggres-
sive) and thus needs to be reduced to increase the probability
of finding a better solution, and otherwise it may be too short
(conservative) to make the largest progress and thus needs
to be amplified. By the dynamic control, the algorithm can
keep the amplitude appropriate for the search. That is, the
dynamic explosion amplitude of the CF is long in early phases
to perform exploration, and is short in late phases to perform
exploitation.

Algorithm 1 shows how the explosion sparks are generated
for each firework. For each firework, its sparks are generated
with a uniform distribution within a hypercube around the fire-
work. Besides, there is a dimension selection mechanism in
the explosion operator, where only about half of the explosion
sparks’ dimensions are different from the firework.

Algorithm 1 Generating Explosion Sparks for Xi

Require: Xi, Ai and λi

1: for j = 1 to λi do
2: for each dimension k = 1, 2, ...d do
3: sample κ from U(0, 1)

4: if κ < 0.5 then
5: sample η from U(−1, 1)

6: s(k)
ij ← Xi

(k) + η · Ai

7: else
8: s(k)

ij ← Xi
(k)

9: end if
10: end for
11: end for
12: return all the sij

Algorithm 2 Generating the GS for Xi

Require: Xi, sij,f (sij),λi and σ

1: Sort the sparks by their fitness values f (sij) in ascending
order.

2: �i ← 1
σλi

(
σλi∑

j=1
sij −

λi∑

j=λi−σλi+1
sij)

3: Gi ← Xi +�i

4: return Gi

The dynFWA is one of the most recent versions of the FWA,
and it has significant advantages over the previous versions of
the FWA in terms of the design of the operators. However, the
information acquired by the algorithm is still not thoroughly
utilized. In the explosion operator, only the fitness value of
the best individual is used to calculate the explosion ampli-
tude of the CF [see (5)]. In the selection operator, only the best
individual is selected certainly as a firework of the new gener-
ation, while the rest of the individuals will be most probably
abandoned.

IV. GUIDED FIREWORKS ALGORITHM

When a number of explosion sparks are generated by a
firework, their positions and fitness values contain a lot of
information about the objective function, but it was not fully
utilized in the previous versions of the FWA. In this section,
a GFWA is proposed for improving the performance by uti-
lizing the information provided by the explosion operator. In
each generation, a GS is generated for each firework. The GS
is generated by adding to the firework’s position a certain vec-
tor called the GV. To calculate the GV, two things are to be
learned from these explosion sparks: 1) a promising direction
and 2) a proper step size along this direction. They are learned
at the same time by calculating the difference between the cen-
troids of two groups of explosion sparks: 1) those with good
evaluation values (top sparks) and 2) those with bad evaluation
values (bottom sparks).

A. Principle

The position of the GS Gi for firework Xi is determined by
Algorithm 2.
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Notes:
1) for each firework, only one GS is generated;
2) for each firework, only its own explosion sparks are

required;
3) if σλi is not an integer, use �σλi� instead.1

Actually in step 1 of Algorithm 2, it is not necessary to sort
all the explosion sparks. Only the top and bottom σλi explo-
sion sparks’ indexes are needed, especially when λi is very
large. Thus it can be improved by using the quick select algo-
rithm [33], [34] to find the (σλi+ 1)th best (worst) explosion
spark and then find those who are better (worse) than it. In
this way, the algorithm only requires linear time O(λid).

In Algorithm 2, the GV �i is the difference between the
top σ of the sparks’ centroid and the bottom σ of the sparks’
centroid. Besides, it can also be seen as the mean of σλi

vectors

�i = 1

σλi

σλi∑

j=1

(
sij − si,λi−j+1

)
(6)

and each of these vectors points from a bad solution to a good
one. If the explosion amplitude is short, i.e., the explosion
sparks are crowded around the firework, the GV can be seen
as an estimator of the (minus) gradient, although the objec-
tive function is not required to be differentiable. While if the
explosion amplitude is long, it is expected that the GV points
to a promising area of the search space.

There are some reasons why the algorithm uses the top and
the bottom population of explosion sparks instead of only the
best spark and the worst explosion spark.

First, it is expected that by using the top and bottom pop-
ulations, their irrelevant values will be canceled out. Most of
the dimensions of the best explosion spark are good, but the
rest of them are not, which means to learn from the sole best
individual is to learn both its good and bad quality. While,
learning from the good population is another thing, as long as
the algorithm learns the common qualities of them. Except for
their common qualities, other information can be regarded as
random noise. This also holds for the bad explosion sparks. In
Section IV-B, it will be shown that by using the information
of the populations, the learned direction will be more stable
and accurate.

The second main concern is the step size. If the minimal
point of the objective function is out of the explosion ampli-
tude of the firework, the algorithm is supposed to generate
an elite spark which can lead the firework and accelerate the
search process. While if the minimal point is already within
the explosion amplitude, the step size should not be too long
otherwise it cannot contribute to the search. So, the step size
should be adjustable, according to the distance away from the
minimal point. In the rest of this section, we will also prove
that by using the information of the population, the step size
does change with the distance automatically.

As will be shown in Section V-A, in practice the perfor-
mances are better using the top and the bottom populations
than using only the best and the worst explosion sparks.

The framework of the GFWA is shown in Algorithm 3.

1�x� is the smallest integer larger than or equal to x.

Algorithm 3 GFWA
1: Randomly initialize μ fireworks in the potential space.
2: Evaluate the fireworks’ fitness.
3: repeat
4: Calculate λi according to (2).
5: Calculate Ai according to (4) and (5).
6: For each firework, generate λi sparks within the ampli-

tude Ai according to Algorithm 1.
7: For each firework, generate guiding sparks according to

Algorithm 2.
8: Evaluate all the sparks’ fitness.
9: Keep the best individual as a firework.

10: Randomly choose other μ−1 fireworks among the rest
of individuals.

11: until termination criteria is met.
12: return the position and the fitness of the best individual.

In each iteration, after the GSs are generated, the candi-
dates’ set from which the fireworks of the next generation
will be selected includes three kinds of individuals: 1) current
fireworks; 2) explosion sparks; and 3) GSs. Except for the best
candidate, the other candidates are still randomly selected.

B. Accuracy of the Direction

In the following, a specific example will be shown to study
the properties of the GV and theoretical analyses on the GFWA
will be presented. For the convenience of theoretical analyses,
the dimension selection mechanism (lines 3, 4, and 7–9 in
Algorithm 1) is not considered in the remaining parts of this
section [and it will be actually removed from the GFWA in the
experiments (see Section V-A)]. It will not change the essential
propositions given below, because all the bounds would only
be multiplied by some constants, taking dimension selection
into consideration.

Assume2 f (x) = x2
1, and the algorithm only adopts one fire-

work X (thus the subscript i is omitted) with X(1) > 0. That is,
at the firework’s location, the value of the objective function
decreases fastest on direction [−1, 0, 0, . . . ] (i.e., the minus
gradient), and does not change on direction [0, . . . ]. The fol-
lowing theorem shows that the noises on irrelevant directions
will be canceled out.

Theorem 1 (Error Bound of Irrelevant Directions):
Assume f (x) = x2

1, sj are calculated by Algorithm 1 without
dimension selection, and � is calculated by Algorithm 2. For
any k �= 1, with probability at least 1− δ

∣∣
∣�(k)

∣∣
∣ ≤

√
2

3σλδ
A. (7)

The proof is given in Appendix A.
With the number of σ and λ increasing, the mean locations

of the top and bottom sparks on insensitive dimensions both
gradually concentrate to 0.

2Here x1 means the first dimension of x. While for the notations in the
algorithms, such as X and �, the subscript is the index of the firework, and
the subscript with parentheses is the index of dimension.
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Fig. 1. f (x) = x2
1, X(1) = 20, A = 10. Repeated for 100 times for each set

of parameters, the GS is always located near the X(1)-axis.

The noises on these dimensions cancel each other out and
make the � closer to the real minus gradient. As shown in
Fig. 1, the GS is always located near the direction of the minus
gradient. The noises are canceled out, but the useful direction
is preserved. Actually, this is an application and example of
the law of large numbers [35]. Only with the information of
the population can the algorithm get an accurate direction.

A closer look is now taken at how long � will be at the
most sensitive direction. There are two cases: 1) X(1) > A > 0
(i.e., the minimal point is out of the explosion amplitude) and
2) A > X(1) > 0 (i.e., the minimal point is within the explosion
amplitude).

C. Exploration

When the minimal point is out of the explosion ampli-
tude of the firework, the GS is supposed to explore along
the promising direction.

In this case, the top sparks are located nearest to the promis-
ing area, while the bottom sparks are located farthest from
the promising area. So the distance between their centroids,
namely the length of the GV, is long, and the GS can get out of
the explosion amplitude and explore the promising area. This
can greatly improve the performance on multimodal functions
and also the convergence speed on unimodal functions.

The following theorem shows that the length of the GV on
the sensitive direction is long.

Theorem 2 (Step Size for Exploration): Assume f (x) = x2
1,

sj are calculated by Algorithm 1 without dimension selection,
and � is calculated by Algorithm 2. If X(1) ≥ A > 0, σ ≤ 0.5,
and λ is sufficiently large, then with probability at least 1− δ

∣∣∣�(1)
∣∣∣ >

(
2(1− σ)1−σ σσ δ

1
λ − 1

)
A. (8)

The proof is given in Appendix B.
The lower bound increases when λ increases or σ decreases,

but the influence of λ is ignorable for a normal confidence
level δ. Note that the distribution of �(1) is independent
of the distance to the minimal point (i.e., X(1)), as long
as the minimal point is out of the explosion amplitude
(i.e., X(1) > A).

Fig. 2 shows how a GS accelerates the search by leading
the population on a unimodal function (function 1 in Table I).

Fig. 3 shows how a GS helps the population escape from
the local minimum on a multimodal function (function 17 in
Table I).

Fig. 2. Exploration on a unimodal function by the GS.

Fig. 3. Exploration on a multimodal function by the GS.

D. Exploitation

When the minimal point is within the explosion amplitude
of the firework, the length of the GV gradually decreases and
meanwhile the direction is still kept accurate to search more
precisely together with other explosion sparks.

When A > X(1) > 0, it is obvious that �(1) is not as long as
in the former case, because: 1) the top sparks are not located
near an end of the amplitude and 2) the worst sparks may be
located near both ends and thus cancel each other out. It can
also be inferred from the limit case: when X(1)→ 0, �(1) will
also concentrate to zero.

Theorem 3 (Convergence of the Step Size With Distance):
Assume f (x) = x2

1, sj are calculated by Algorithm 1 without
dimension selection, and � is calculated by Algorithm 2. If
X(1) = 0, with probability at least 1− δ

∣∣∣�(1)
∣∣∣ ≤

√
4

3σλδ
A. (9)

The proof is given in Appendix C.
The theorem implies that, with |X(1)|/A decreasing and with

sufficiently large σλ, the length of �(1) gradually decreases
to zero.

As shown in Fig. 4, when X(1) > A, the step size �(1) is
not influenced by the distance and is comparatively large, but
when X(1) < A the step size gradually converges to zero. When
the edge of the explosion amplitude approaches the minimal
point, the GV senses it, and reacts by decreasing the step size.

It may seem ideal if �(1) also increases with X(1) even
when X(1) > A, so that the algorithm can approach the min-
imal point as fast as possible, but it is not. Even though the
direction of � is very accurate as has been proved, it is accu-
rate only in a small area, because nearly no objective function
has the same gradient everywhere. To make matters worse,
if the step size is too long, the error of the direction will be
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Fig. 4. Relationship between the distance from the optimal point and the
step size.

Fig. 5. Exploitation by the GS.

amplified enormously. Note that the GS in exploration can
be considered as a kind of extrapolation, whose accuracy is
always affected by the step size.

It can also be seen in Fig. 4 that the λ itself has almost no
influence on the expectation of the step size, but the stability
of the step size increases with λ. While larger σ causes a
shorter step size and better stability. As for the direction, there
is little chance for the algorithm to take the wrong direction
(i.e., �(1) > 0), not until the distance |X(1)|/A is very close
to zero.

Fig. 5 shows how a GS helps to conduct local search for
enhancing exploitation on a unimodal function (function 1 in
Table I). When the optimal point is within the explosion ampli-
tude of the firework, it means the firework has approached
the optimal point, though the algorithm does not know where
exactly it is. In this case, both top and bottom sparks are
located around the optimal point (though their distances from
the optimal point are different), and the distance between two
centroids is short. The GS will be most probably located inside
the explosion amplitude of the firework, pointing out roughly
the direction of the minimal point, meanwhile the length of the
GV will shrink. In this case, the GS works like an explosion
spark, but the expected contribution of the GS may be slightly
larger than the average of explosion sparks, because at least
it is more probably located on the correct direction due to the
fact that the length of the GV converges faster on irrelevant
directions than on the relevant direction [compare (7) and (9)].

E. How to Choose σ

Generally speaking, any 0 < σ < 1 is possible, but σ > 0.5
is not suggested as some of the top sparks and the bottom
sparks will cancel out.

Larger σ is good at learning the direction of the gradient,
while smaller σ may result in a comparatively inaccurate direc-
tion. However, smaller σ makes the GS move faster because
the algorithm does not take into consideration these not-so-
good (bad) explosion sparks. For example, in the above case,
when X(1) > A > 0, if σ → 0.5, |E(�(1))| → A and the GS
has little chance to be located out of the explosion amplitude.

Weighting these factors, and according to experimental
results (see Section V-A), σ = 0.2 is recommended for most
cases empirically.

F. Remarks

The proposed algorithm is a population-based algorithm and
is also an information-based algorithm. Generally speaking,
the more explosion sparks it adopts, the better it works. Some
theoretical analyses have been conducted on the GV, which
proved the following properties.

1) The noises on the irrelevant dimensions are canceled
out and concentrate to 0 with sufficiently large σλ, and
thus the direction of the GV is promising, accurate, and
stable.

2) If the minimal point is out of the explosion amplitude
of the firework, the GV will be long at the promising
direction and thus be able to contribute to exploration.

3) If the minimal point is within the range of the explo-
sion amplitude, the GV will be short at the promising
direction and thus be able to contribute to exploitation.

Compared with the previous versions of the FWA, the
GFWA utilizes more thoroughly the information about the
objective function.

G. Comparison With Other Meta-Heuristic Algorithms

There are several typical algorithms that share some simi-
larities with the GFWA and deserve to be mentioned here.

Particle swarm optimization (PSO) [36] is one of the most
famous swarm intelligence algorithms. Typically, in PSO, each
particle is attracted by a global/local best position (best known
position of the entire/local swarm) and a personal best position
(best known position of this particle), which is to some extent
similar to the idea of the GFWA—to learn from the good
ones and move toward the promising direction. However, their
differences are essential.

1) The structures of the FWA and PSO are extremely dif-
ferent. In PSO, the number of the particles is fixed, or
in other words, there is a bijection from generation to
generation. While in the FWA, the fireworks generate
different numbers of sparks, from which the fireworks
of the next iteration will be selected, and there is no
bijection from generation to generation. As a result, the
positions of the fireworks change mainly through the
explosion operation and the selection operation while
the particles in PSO move by adding velocity vectors to
their current positions.

2) The GV could provide a more accurate direction than the
linear combination of the three vectors in PSO (inertia
component, social component, and cognitive compo-
nent), because it integrates the information of numerous
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explosion sparks around the firework. In Section V-A,
experiments show that using only the best one or
two individuals is not sufficient to construct a reliable
GV. Moreover, the algorithm for generating the GS is
deterministic, while the particle’s position in PSO is
stochastic, which means the direction of the GV is more
stable. The robustness of PSO is rather based on the
cooperation among the particles than the efficiency of
each particle.

3) Although the step size in PSO also changes with differ-
ent search stages, it is possible it does not converge if
parameters are not carefully selected [37]. On the con-
trary, the FWA in general converges [38], and the length
of the GV also converges (see Theorem 3).

As a variant of PSO, the swarm and queen algorithm [39]
also uses the centroid to accelerate the convergence, like the
GFWA. But their principles are different. In the swarm and
queen algorithm, the centroid is itself introduced in the algo-
rithm as an elite solution, while in the GFWA, two centroids
are used to calculate a vector which will be added to the
firework’s position to generate an elite solution and lead the
population. The centroid is typically located in the middle of
the population whose contribution to exploration is limited,
and thus there is a reinitialization mechanism in the swarm
and queen algorithm. While the GS is able to conduct both
exploration and exploitation according to the information of
the population.

Differential evolution (DE) [40] is a famous evolutionary
algorithm, which also shares some similarities with the GFWA.
They both add vectors to individuals to generate new offspring.
However, their mechanisms are quite different.

1) In DE, the vector is the difference between two (or more)
randomly chosen individuals. The direction of such a
vector is unpredictable. While in the GFWA, the vector
is the difference between two centroids (or the mean
of several vectors which all point from bad positions to
good positions), and is thus with a more clear purpose.

2) In DE, the vector’s length converges with the population
approaching the optimal point because the whole pop-
ulation converges. While in the GFWA, the length of
the GV converges even when the explosion amplitude is
quite large as long as the population approaches the opti-
mal point. Thus the GS is able to conduct exploitation
in earlier phases than individuals in DE if it is needed.

Artificial bee colony (ABC) algorithm [41] is a another
famous swarm intelligence algorithm. The resource distribu-
tion (mainly performed by onlooker bees) in ABC is to some
extent similar to that of the FWA, in which positions with
good fitness values are searched more thoroughly. But the way
individuals move in ABC is similar to DE. Since they are
both random walk based algorithms and share similar formula
for updating positions [42], a similar comparison between the
GFWA and DE can be made between the GFWA and ABC.

Covariance matrix adaptation evolution strategy
(CMA-ES) [43] is a highly developed evolutionary algorithm.
In CMA-ES, quite a few mechanisms are employed to control
the direction and the step size. The search direction in
CMA-ES is also led by the good subset of solutions, and the

step size mechanisms in CMA-ES and GFWA are especially
similar: if the directions of several vectors are unified, the step
size will be long. However, the frameworks of the FWA and
CMA-ES are different. The FWA is a swarm algorithm whose
framework allows multiple fireworks’ population (along with
their sparks) to interact with each other. Many research works
have been conducted to enhance the cooperation among
fireworks [31], [44], [45]. While CMA-ES is an evolutionary
algorithm, and typically there is only one population. For
CMA-ES, designing restart mechanism for the population
has attracted more research interest [46]–[48]. Besides,
there are some other different points between CMA-ES and
the GFWA.

1) There is no center in the population of CMA-ES, but
there are fireworks (around which sparks are generated)
in the GFWA. As a result, the mean for sampling solu-
tions is calculated (weighted sum) from the solutions in
CMA-ES but selected from the solutions in the GFWA.

2) The explosion sparks are generated within a limited
range (explosion amplitude) around the firework. While
the solutions in CMA-ES are generated with a distribu-
tion, within an unlimited range (though the probability
beyond 3� is very low). That is why the exploration
ability of the GS is very important in the GFWA.

3) CMA-ES also senses the promising direction, but the
Gaussian distribution is symmetrical, thus it has to
search on both ways. While the GS searches only toward
the promising direction.

4) The GFWA runs faster. The time complexity of plain
CMA-ES is quadratic [49], while the time complexity
of the GFWA is linear.

V. EXPERIMENTS AND ANALYSES

A. Parameter Setting

In order to illustrate the performance of the GFWA, a
set of experiments is conducted on the IEEE Congress on
Evolutionary Computation (CEC) 2013 single objective opti-
mization benchmark suite [50]. This benchmark suite includes
unimodal functions, multimodal functions, and composition
functions, shown in Table I. In the following experiments, the
dimensionality of these functions is D = 30. All the algo-
rithms are run 51 times for each function and the maximal
number of evaluations of each run is 10 000D.

For the two parameters in the dynamic explosion amplitude,
the suggestions of Zheng et al. [2] are followed. Cr = 0.9 and
Ca = 1.2 are used in the experiments. There are three other
parameters to be set up in the GFWA: μ, λ̂ and σ .

Before tuning these parameters, it is necessary to first test
whether or not the dimension selection mechanism (lines 3, 4,
and 7–9 in Algorithm 1) is necessary in the GFWA, because it
costs some extra time to generate random numbers and it may
arouse some problems in the direction of the GV (with the
samples’ number in each dimension halved). The GFWA with
dimension selection mechanism is denoted as GFWA-ds, and
the GFWA without dimension selection is denoted as GFWA.
In this experiment, μ = 1, λ̂ = 200, and σ = 0.2. The mean
errors, standard deviations, and p values are shown in Table II.
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TABLE I
TEST FUNCTIONS OF CEC 2013 SINGLE OBJECTIVE

OPTIMIZATION BENCHMARK SUITE

TABLE II
COMPARISON BETWEEN GFWA-DS AND GFWA

A set of Wilcoxon rank sum tests is conducted to show if their
differences are significant (with confidence level at least 95%).
The significantly better results are highlighted.

On most of these test functions, the GFWA without dimen-
sion selection performs better. So this mechanism is removed
from the GFWA in the following experiments.

Second, μ is to be tuned based on this benchmark suite.
The mean errors and standard deviations using different μ are
shown in Table III. The minimal mean error on each function
is highlighted. A set of pair-wise Wilcoxon rank sum tests is
also conducted. If on a certain test function, a group of results
performs significantly better than another, it gets one score. So
the maximal sum scores of each μ is 28× (4− 1) = 84. The
total scores achieved by each μ are also recorded and shown
in Table III.

On these test functions, μ = 1 performs the best. Thus in
the following experiments, μ = 1 is used.

Finally, a set of experiments is conducted to adapt λ̂ and
σ based on this benchmark suite. In order to select the set
of σ and λ̂ with the best performance, pair-wise Wilcoxon
rank sum tests are conducted. If on a certain test function a
set of parameters performs significantly better than another, it
gets one score. So the maximal sum score of each set of σ

and λ̂ is 28 × (12 − 1) = 308. The total scores are shown
in Fig. 6.

Generally speaking, the performance improves as λ̂ gets
larger.3 But the performance does not fluctuate too much as λ̂

varies. In real world applications, if the dimensionality is not
this high or the maximal evaluation number is very limited,
λ̂ can be set to smaller values, and the GFWA can still work
stably.

As for σ , 0.2 is usually the best choice, whatever λ̂ is. In
contrast, σ = 0.02 usually performs the worst, due to the
inaccurate direction and the aggressive step size. Using the
top and bottom population of the explosion sparks is a better
choice than to use only the best explosion spark and the worst
explosion spark.

Thus in the following experiments, λ̂ = 200 and σ = 0.2
are used.

B. Efficiency of the Guiding Spark

In order to measure how much the GS contributes to the
search on different test functions, how many times a better
solution is found by the GS [i.e., f (G) < min{ f (sj), f (X)}] and
how many times a better solution is found by the explosion
sparks [i.e., min( f (sj)) < min{ f (G), f (X)}] were counted. The
normalized ratios are shown in Fig. 7.

Note that in each iteration, there are 200 explosion sparks
and only one GS. On most of the 28 functions, the GS’s con-
tribution is far greater than 1/200 of the explosion sparks’,
which implies that the GS is efficient. It can also be seen that,
on multimodal functions (6–28), the GS contributes more than
on unimodal functions (1–5), which means the GS helps more
toward exploration than exploitation.

C. Comparison With Other Algorithms

In order to measure the relative performance of the GFWA, a
comparison among the GFWA, other FWAs and typical swarm

3In fact, the performance does not suffer until λ̂ is around 1000. But this
is because of the large maximal evaluation number and the fact that there are
more multimodal functions than unimodal functions in this benchmark suite.
λ̂ larger than 200 may result in too few iterations to find the minimal point
in normal applications.
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TABLE III
PERFORMANCES OF THE GFWA USING DIFFERENT μ ON CEC 2013 SINGLE OBJECTIVE BENCHMARK SUITE

Fig. 6. Scores of 12 sets of parameters.

intelligence and evolutionary algorithms is conducted on the
CEC 2013 single objective benchmark suite. The algorithms
compared here are described as follows.

1) ABC [41]: A powerful swarm intelligence algorithm.
The results were reported in [51].

2) Standard PSO [52]: The most recent standard ver-
sion of the famous swarm intelligence algorithm
PSO. Some results were reported in [53], but the
mean errors presented here are calculated from
raw data.

3) DE [40]: One of the best evolutionary algorithms for
optimization. The results were reported in [54], where
DE is combined with a recently proposed constraint-
handling strategy to adapt the benchmark. The raw data
of the above three technical reports (#1502, #1534, and
#1676) can be downloaded from [55]. However, the data
of DE is incomplete.

Fig. 7. Normalized contribution comparison between the GS and explosion
sparks.

4) CMA-ES [43]: A developed evolutionary algorithm. The
results are based on the code from [56] using default
settings.

5) EFWA [31] (See Section II-B): The results are based on
the code from [57] using default settings. Comparable
results can be found in [1] or [2].

6) AFWA [1] (See Section II-B): The results are based on
the code from [58] using default settings. Comparable
results can be found in [1].

7) dynFWA [2] (See Section II-B): The results are based on
the code from [59] using default settings. Comparable
results can be found in [2].

The mean errors of these eight algorithms on CEC 2013
single objective benchmark functions are compared and listed
in Table IV. In addition, these algorithms are ranked accord-
ing to their mean errors on each function, and the average
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TABLE IV
MEAN ERRORS AND ARS OF EIGHT ALGORITHMS ON THE CEC 2013 SINGLE OBJECTIVE BENCHMARK SUITE

rankings (ARs) over the 28 functions are presented at the
bottom of Table IV. The minimal mean errors are highlighted.4

ABC beats other algorithms on ten functions (some differ-
ences are not significant), which is the most, but performs
poorly on other functions. CMA-ES performs extremely well
on unimodal functions, but suffers from premature conver-
gence on some complex functions. In terms of AR, the GFWA
performs the best among these eight algorithms on this bench-
mark suite due to its stability. DE takes the second place.
The performances of ABC, the AFWA, and the dynFWA are
comparable.

A set of pair-wise Wilcoxon rank sum tests is also con-
ducted between the GFWA and each of the other algorithms
except DE due to its incomplete data. The numbers of sig-
nificantly better results (indicated by “win”) and significantly
worse results (indicated by “lose”) of the GFWA on each kind
of functions are recorded, as shown in Fig. 8.

In all these pair-wise comparisons, the GFWA wins more
than its opponents, especially on multimodal and composi-
tion functions, which proves the GFWA a powerful global
optimization algorithm.

D. Large Scale Optimization

Nowadays, many applications require algorithms to deal
with large scale optimization problems. The computational
complexity of the GFWA is linear with both dimensionality
and population size, which is convenient in large-scale opti-
mization. Here the GFWA is also tested on CEC 2010 large

4The precisions of DE’s data are not sufficient to calculate some of the
rankings. For example, on function 8, maybe the mean error of DE is not the
smallest.

Fig. 8. Numbers of significantly better and worse results of the GFWA
compared with other algorithms.

scale global optimization benchmark [60]. These 20 test func-
tions are shown in Table V, where dimensionality D = 1000,
group size m = 50.

The results of two state-of-the-art large scale optimiza-
tion algorithms self-adaptive neighborhood search differential
evolution based cooperative coevolution (DECC-G) [61] and
multilevel cooperative coevolution (MLCC) [62] which are
specialized in solving large scale problems are adopted for
a comparison [63].

Each algorithm is run 25 times for each function and the
maximum number of evaluations of each run is 3.0E+06.

The mean errors, standard deviations, and ARs are presented
in Table VI. The best results among the three algorithms on
these functions are highlighted.

The GFWA does not use any a priori knowledge of the eval-
uation functions (separable/nonseparable, group size, etc.) and
treats them totally as black-box problems, and yet the results of
the GFWA are still comparable to those of the two algorithms
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TABLE V
TEST FUNCTIONS OF CEC 2010 LARGE SCALE GLOBAL OPTIMIZATION COMPETITION

TABLE VI
MEAN ERRORS, STANDARD DEVIATIONS, AND ARS OF THE THREE ALGORITHMS

ON CEC 2010 LARGE SCALE OPTIMIZATION BENCHMARK

specializing in separable large scale optimization. The GFWA
performs well on highly nonseparable functions and outper-
forms DECC-G and MLCC on both two totally nonseparable
functions: 1) 19 and 2) 20, which indicates that it is a powerful
universal optimization method. It provides an alternative tool
to deal with large scale optimization. Yet surely there is still
some work to do for its performance improvement on large
scale optimization problems.

VI. CONCLUSION

In this paper, a novel GS is introduced in the FWA. The
position of the GS is calculated through adding a GV to
the position of the firework, which is the difference between
the good explosion sparks’ centroid and the bad explosion
sparks’ centroid. It is shown both experimentally and theoret-
ically that the direction of such a GV is promising, accurate,

and stable, and its length is adaptive according to the dis-
tance away from the optimal point in the search space. In the
proposed algorithm, the information about the objective func-
tion acquired by these explosion sparks is more thoroughly
utilized. Experimental results show that the GS contributes
much more than explosion sparks on both unimodal and multi-
modal test functions. The proposed algorithm is also compared
with other typical meta-heuristic algorithms, and it outper-
forms them on a wide range of test functions in terms of
average performance and pair-wise comparisons. Moreover,
it is also shown experimentally that the proposed algorithm
is a useful method for large scale global optimization. The
computational complexity of the proposed algorithm is linear,
which allows it to be used in a large variety of real world
applications.

The principle of the proposed algorithm is very simple and
can be easily adapted to other population-based algorithms.
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We sincerely hope this paper could be an example of how to
enhance information utilization in heuristic algorithms.

APPENDIX A

PROOF OF THEOREM 1

Proof: Since f (x) = x2
1, the values of the sparks on

dimension k have no influence on their evaluation values, so
s(k)

j ∼ U(−A, A) and their covariances are zero. Then

E
[
�(k)

]
= 0 (10)

Var
[
�(k)

]
= 2A2

3σλ
. (11)

Using Chebyshev’s inequality, we have

Pr
{∣∣∣�(k) − 0

∣∣∣ ≥ l
}
≤ 2A2

3σλl2
(12)

holds for any l > 0.
Take δ = (2A2/3σλl2) and the theorem follows.

APPENDIX B

PROOF OF THEOREM 2

Lemma 1 (Order Statistic): Suppose V1, V2, . . . , Vn ∼
U(0, 1), and V(1), V(2), . . . , V(n) are random variables sorting
them in the ascending order, then

Pr
{
V(k) < x

} = Ix(k, n+ 1− k) (13)

where

Ix(a, b) =
a+b−1∑

j=a

(a+ b− 1)!

j!(a+ b− 1− j)!
xj(1− x)a+b−1−j (14)

is the cumulative distribution function of the beta distribu-
tion [64].

The proof of Lemma 1 can be found in [65].
Now we prove Theorem 2.
Proof: Because f (x) = x2

1 and X(1) ≥ A > 0 , all the top
sparks are located on the left of all the other sparks and all the
bottom sparks are located on the right of all the other sparks.
For any 0 < l < A

Pr
{
�(1) < −l

}
≥ Pr

⎧
⎨

⎩
1

σλ

σλ∑

j=1

s(1)
j − X(1) < −l

⎫
⎬

⎭

≥ Pr
{

s(1)
σλ − X(1) < −l

}

= 1− I0.5+ l
2A

(λ− σλ+ 1, σλ). (15)

Let x = 0.5+ (l/2A) ∈ (0.5, 1)

Pr
{
�(1) < −l

}
≥ 1−

λ∑

j=λ−σλ+1

λ!

j!(λ− j)!
xj(1− x)λ−j

≥ 1− σλ
λ!

(λ− σλ+ 1)!(σλ− 1)!
xλ. (16)

Take δ = σλ(λ!/((λ− σλ+ 1)!(σλ− 1)!))xλ

x = λ

√
δ(λ− σλ+ 1)!(σλ− 1)!

σλ · λ!
. (17)

Using Stirling’s approximation [66], when λ is sufficiently
large

x ≈ (λ− σλ+ 1)
λ−σλ+1

λ (σλ− 1)
σλ−1

λ δ
1
λ

λ

≈ (1− σ)1−σ σσ δ
1
λ . (18)

APPENDIX C

PROOF OF THEOREM 3

Lemma 2 (Symmetrical Distribution): If X and Y are two
random variables such that E(X) = E(Y) = 0, Pr(X = x|Y =
y) = Pr(X = −x|Y = y) holds for any y and Pr(Y = y|X =
x) = Pr(Y = −y|X = x) holds for any x, then Cov[X, Y] = 0.

Proof: The joint probability density function is even

Pr(X = x, Y = y)
�= p(x, y) = p(−x, y). (19)

Then

Cov[X, Y] = E[XY] =
+∞∫

−∞

+∞∫

−∞
p(x, y)xydxdy = 0. (20)

Now we prove Theorem 3.

Proof: Let
	

� � (1/σλ)(
∑σλ

j=1 sj),



� �
(1/σλ)(

∑λ
j=λ−σλ+1 sj), then

� = 	

�− 


�. (21)

Obviously

E

[
	

�
(1)

]
= E

[



�
(1)

]
= 0. (22)

Since the top sparks are those that are closest to the origin,
their variance is smaller than that of the uniform distribution

Var

[
	

�
(1)

]
≤ A2

3σλ
. (23)

While the bottom explosion sparks are what is farthest from
the origin. We only have Var[s(1)

j ] ≤ A2. By Lemma 2, their
covariances are 0, so

Var

[



�
(1)

]
= Var

⎡

⎣ 1

σλ

λ∑

j=λ−σλ+1

s(1)
j

⎤

⎦

=
(

1

σλ

)2

Var

⎡

⎣
λ∑

j=λ−σλ+1

s(1)
j

⎤

⎦

≤ A2

σλ
. (24)

Since f (x) = x2
1 = |x1|2, all the sparks are sorted by their

absolute values. Therefore the distributions of
	

�
(1)

,



�
(1)

and
their conditional distributions are symmetrical about the origin

Cov

[
	

�
(1)

,



�
(1)

]
= 0. (25)
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In sum

Var
[
�(1)

]
= Var

[
	

�
(1) − 


�
(1)

]

= Var

[
	

�
(1)

]
+ Var

[



�
(1)

]
− 2Cov

[
	

�
(1)

,



�
(1)

]

≤ 4A2

3σλ
. (26)

Using Chebyshev’s inequality, we have

Pr
{∣∣∣�(1) − 0

∣∣∣ ≥ l
}
≤ 4A2

3σλl2
(27)

holds for any l > 0.
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