
A New Collaborative Filtering Recommendation

Approach Based on Naive Bayesian Method

Kebin Wang and Ying Tan

Key Laboratory of Machine Perception (MOE), Peking University
Department of Machine Intelligence, School of Electronics Engineering

and Computer Science, Peking University, Beijing, 100871, China
caesar1017@gmail.com, ytan@pku.edu.cn

Abstract. Recommendation is a popular and hot problem in e-commerce.
Recommendation systems are realized in many ways such as content-based
recommendation, collaborative filtering recommendation, and hybrid
approach recommendation. In this article, a new collaborative filtering
recommendation algorithm based on naive Bayesian method is proposed.
Unlike original naive Bayesian method, the new algorithm can be applied
to instances where conditional independence assumption is not obeyed
strictly. According to our experiment, the new recommendation algorithm
has a better performance than many existing algorithms including the
popular k-NN algorithm used by Amazon.com especially at long length
recommendation.
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1 Introduction

Recommendation systems are widely used by e-commerce web sites. They are a
kind of information retrieval. But unlike search engines or databases they pro-
vide users with things they have never heard of before. That is, recommendation
systems are able to predict users’ unknown interests according to their known
interests[8],[10]. There are thousands of movies that are liked by millions of peo-
ple. Recommendation systems are ready to tell you which movie is of your type
out of all these good movies. Though recommendation systems are very useful,
the current systems still require further improvement. They always provide ei-
ther only most popular items or strange items which are not to users’ taste at
all. Good recommendation systems have a more accurate prediction and lower
computation complexity. Our work is mainly on the improvement of accuracy.

Naive Bayesian method is a famous classification algorithm[6] and it could also
be used in the recommendation field. When factors affecting the classification
results are conditional independent, naive Bayesian method is proved to be the
solution with the best performance. When it comes to the recommendation field,
naive Bayesian method is able to directly calculate the probability of user’s
possible interests and no definition of similarity or distance is required, while in
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other algorithms such as k-NN there are usually many parameters and definitions
to be determined manually. It is always fairly difficult to measure whether the
definition is suitable or whether the parameter is optimal. Vapnik’s principle said
that when trying to solve some problem, one should not solve a more difficult
problem as an intermediate step. On the other side, although Bayesian network[7]
have good performance on this problem, it has a great computational complexity.

In this article, we designed a new collaborative filtering algorithm based on
naive Bayesian method. The new algorithm has a similar complexity to naive
Bayesianmethod. However, it has an adjustment of the independence which makes
it possible to be applied to the instance where conditional independence assump-
tion is not obeyed strictly. The new algorithm provides us with a new simple
solution to the lack of independence other than Bayesian networks. The good per-
formance of the algorithm will provide users with more accurate recommendation.

2 Related Work

2.1 Recommendation Systems

As shown in Table 1, recommendation systems are implemented in many ways.
They attempt to provide items which are likely of interest to the user accord-
ing to characteristics extracted from the user’s profile. Some characteristics are
from content of the items, and the corresponding method is called content-based
approach. In the same way, some are from the user’s social environment which
is called collaborative filtering approach[12].

Content-based approach reads the content of each item and the similarity be-
tween items is calculated according to characteristics extracted from the content.
The advantages of this approach are that the algorithm is able to handle brand
new items, and the reason for each recommendation is easy to explain. However,
not all kinds of items are able to read. Content-based systems mainly focus on
items containing textual information[13], [14], [15]. When it comes to movies,
the content-based approach does not work. Therefore in this problem, we chose
collaborative filtering approach.

Compared to content-based approach, collaborative filtering approach does
not care what the items are. It focuses on the relationship between users and
items. That is, in this method, items in which similar users are interested are
considered similar[1],[2].

Here we mainly talk about collaborative filtering approach.

Table 1. Various recommendation systems

recommendation systems

content-based collaborative filtering

model-based memory-based
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2.2 Collaborative Filtering

Collaborative filtering systems try to predict the interest of items for a partic-
ular user based on the items of other users’ interest. There have been many
collaborative systems developed in both academia and industry[1]. Algorithms
for collaborative filtering can be grouped into two-general classes, memory-based
and model-based[4], [11].

Memory-based algorithms essentially are heuristics that make predictions
based on the entire database. Values deciding whether to recommend the item
is calculated as an aggregate of the other users’ records for the same item.[1]

In contrast to memory-based methods, model-based algorithms first built
a model according to the database and then made predictions based on the
model[5]. The main difference between model-based algorithms and memory-
based methods is that model-based algorithms do not use heuristic rules. Instead,
models learned from the database provide the recommendations.

The improved naive Bayesian method belongs to the model-based algorithms
while the k-NN algorithm which appears as a comparison later belongs to the
memory-based algorithms.

2.3 k-NN Recommendation

k-NN recommendation is a very successful recommendation algorithm used by
many e-commerce web sites including Amazon.com[2], [9].

The k-NN recommendation separates into item-based k-NN and user-based
k-NN. Here we mainly talk about item-based k-NN popularized by Amazon.com.

First an item-to-item similarity matrix using cosine measure is built. For each
pair of items in the matrix, the similarity is defined as the cosine value of two
item-vectors. The item-vectors’ M dimensions corresponding to the M users is
one, which means the user is interested in the item, or zero otherwise.

The next step is to infer each user’s unknown interests using the matrix and
his known interests. The items most similar to his known interests will be rec-
ommended according to the matrix.

3 Improved Naive Bayesian Method

3.1 Original Naive Bayesian Method

For each user, we are supposed to predict his unknown interests according to his
known interests. User’s unknown interest is expressed in such a way.

p(mx|mu1 , mu2 , · · ·) (1)

When considering the user’s interest on item mx, we have mu1 , mu2 · · · as
known interests. Of course, mx is not included by the user’s known interests. The
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conditional probability means the possibility of the item mx being an interest of
the user whose known interests are mu1 , mu2 , etc. In our algorithm, the items of
higher conditional probability have higher priority to be recommended and our
job is to compute the conditional probability of each item for each user.

p(mx|mu1 , mu2 , · · ·) =
p(mx) · p(mu1 , mu2 , · · · |mx)

p(mu1 , mu2 , · · ·)
(2)

We have the conditional independence assumption that

p(mu1 , mu2 , · · · |mx) = p(mu1 |mx) · p(mu2 |mx) · · · · (3)

In practice, comparison only occurred among the conditional probabilities of
the same user where the denominators of equation (2) p(mu1 , mu2 , · · ·) are all
the same and have no influence on the final result. Therefore its calculation is
simplified as (4).

p(mu1 , mu2 , · · ·) = p(mu1) · p(mu2) · · · · (4)

So the conditional probability can be calculated in this way.

p(mx|mu1 , mu2 , · · ·) = p(mx) · q, (5)

where

q =
p(mu1 , mu2 , · · · |mx)

p(mu1 , mu2 , · · ·)
=

p(mu1 |mx)
p(mu1)

· p(mu2 |mx)
p(mu2)

· · · · (6)

3.2 Improved Naive Bayesian Method

In fact, the conditional independence assumption is not suitable in this problem.
Because the relevance between items is the theory foundation of our algorithm.

p(mx) in (5) shows whether the item itself is attractive, and q shows whether
the item is suitable for the very user. In our experiment, it is revealed that the
latter has more influence than it deserved because of the lack of independence.
To adjust the bias we have

p(mx|mu1 , mu2 , · · ·) = p(mx) · q cn
n (7)

n is the number of the user’s known interests and cn is a constant between 1
and n. The transformation makes the influence of the entire n known interests
equivalent to the influence of cn interests, which will greatly decrease the influ-
ence of the user’s known interests. Actually, cn represents how independent the
items are. The value of cn is calculated by experiments and for most of the n’s
the value is around 3.
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3.3 Implementation of Improved Naive Bayesian Method

Calculation of prior probability. First we calculate the prior probability
p(mi). The prior probability is the possibility that the item mi is interesting to
all the users. The algorithm 1 shows how we do the calculation.

foreach item i in database do
foreach user that interested in the item do

ti = ti + 1;
end
p(mi) = ti/ TheNumberOfAllUsers;

end

Algorithm 1. Calculation of prior probability

Calculation of conditional probability matrix. In order to calculate the
conditional probability, first the joint probability is calculated and then the joint
probability is turned into conditional probability. The algorithm 2 shows how
we do the calculation.

foreach user in database do
foreach item a in the user’s known interests do

foreach item b in the user’s known interests do
if a is not equal to b then

ta,b = ta,b + 1;
end

end
end

end
foreach item pair (a,b) do

p(ma, mb) = ta,b/ TheNumberOfAllUsers;
p(ma|mb) = p(ma, mb)/p(mb);

end

Algorithm 2. Calculation of conditional probability matrix

Making recommendation. Now we have the prior probability for each item
and the conditional probability for each pair of items. The algorithm 3 will show
how we make the recommendations.

How to compute cn. As mentioned before, cn is calculated by experiments.
That is, the database is divided into different groups according to the size of
user’s known interest. For each group we use many cn’s to do the steps above
and choose the one with the best result.

3.4 Computational Complexity

The offline computation, in which prior probability and conditional probability
matrices are calculated, has a complexity of O(LM), where L is the length of log
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foreach user that needs recommendation do
foreach item x do

r(mx) = p(mx);
foreach item ui in user’s known interests do

r(mx) = r(mx) × (
p(mx|mui

)

p(mx)
)

cn
n ;

end
p(mx|mu1 , mu2 , · · ·) = r(mx);

end

end

Algorithm 3. Making recommendation

in which each line represent an interest record of a user and M is the number
of items. The online computation which gives the recommendation of all users,
also has a complexity of O(LM). Therefore the total complexity is O(LM) only.

4 Experiment

Many recommendation algorithms are in use nowadays. We have non-
personalized recommendation and k-NN recommendation mentioned before to
be compared with our improved naive Bayesian.

4.1 Non-Personalized Recommendation

Non-Personalized recommendation is also called top-recommendation. It presents
the most popular items to all users. If no relevancy is there between user’s in-
terests and the user, the Non-Personalized will be the best solution.

4.2 Data Set

The movie log from Douban.com is used in the experiment. It has been a non-
public dataset up to now. The log includes 7,163,548 records of 714 items from
375,195 users. It is divided into matrix-training part and testing part. Each
user’s known interest of testing part is divided into two groups. One of them is
considered known and is used to infer the other which is considered unknown.
The Bayesian method ran for 264 seconds and the k-NN for 278 seconds. Both
of the experiments are implemented in Python.

4.3 Evaluation

We have F-measure as our evaluation methodology. F-measure is the harmonic
mean of precision and recall[3]. Precision is the number of correct recommen-
dations divided by the number of all returned recommendations and recall is
the number of correct recommendations divided by the number of all the known
interests supposed to be discovered. A recommendation is considered correct if
it is included in the group of interests which is set unknown. It is to be noted
that the value of our experiment result shown later is doubled F-measure.
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4.4 Comparison with Original Naive Bayesian Method

As it is shown in Figure 1, the improvement on naive Bayesian method has a fan-
tastic effect. Before the improvement it is even worse than the non-personalized
recommendation. After the improvement, naive Bayesian method’s performance
is obviously better than the non-personalized recommendation at any length of
recommendation.

Fig. 1. comparison with original naive Bayesian method

4.5 Comparison with k-NN

As it is shown in Figure 2, before the peak k-NN and improved naive Bayesian
method have almost the same performance. But when more recommendations
are made, k-NN’s performance declines rapidly. At the length larger than 45,
k-NN is even worse than the non-personalized recommendation while improved
naive Bayesian method still has a reasonable performance.

4.6 Analysis and Discussion

It is noticed that though there are great difference between different algorithms,
the performances of all these algorithms turn out to have a peak. Moreover,
the value of F-measure increases rapidly before the peak and decreases slowly
after the peak. The reason for the rapid increase is that the recall rises and
the precision is almost stable, while the reason for the slow decrease is that the
precision reduces but the recall hardly increases.
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Fig. 2. Comparison with k-NN

According to our comparison between ordinary and improved naive Bayesian
method, the improvement on naive Bayesian method has an excellent effect.
The result of ordinary naive Bayesian method is even worse than that of non-
personalized recommendation. However, after the improvement the performance
is obviously better than the non-personalized recommendation. It is concluded
that there is a strong relevance between user’s known and unknown interests. The
performance of non-personalized recommendation tells that the popular items
are also very important to our recommendation. When a proper combination
between two aspects is made, as it is in the improved naive Bayesian method,
performance of the algorithm should be satisfactory. When the combination is
not proper, it may lead to a terrible performance as it is shown in the ordinary
naive Bayesian method.

The comparison of improved naive Bayesian method and k-NN shows that the
improved naive Bayesian method has a better performance than the popular k-
NN recommendation especially when it comes to long length recommendation. It
is worth notice that the performance of two different algorithms are fairly close
at short length recommendation, which leads to the conjecture that the best
possible performance may have been approached though it calls for more proofs.
Unlike short length recommendation, the performance of k-NN recommenda-
tion declines rapidly after the peak. It is even worse than the non-personalized
recommendation at the length larger than 45. It is concluded that Bayesian
method’s good performance is because of its solid theory foundation and better
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obedience of Vapnik’s principle while k-NN’s similarity definition may not be
suitable for all the situations, which leads to the bad performance at long length
recommendation.

5 Conclusion

In this article, we provide a new simple solution to the recommendation topic.
According to our experiment, the improved naive Bayesian method has been
proved able to be applied to instances where conditional independence assump-
tion is not obeyed strictly. Our improvement on naive Bayesian method greatly
improved the performance of the algorithm. The improved naive Bayesian method
has shown its excellent performance especially at long length recommendation.

On the other hand, we are still wondering what the best possible performance
of a recommendation system is and whether it has been approached in our ex-
periment. The calculation of cn is still not satisfactory. There may be a more
acceptable way to get cn, which is not by experiments. All of these call for our
future work.
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