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Abstract—Fireworks Algorithm(FWA) is a recently developed
swarm intelligence algorithm for single objective optimization
problems which gains very promising performances in many
areas. In this paper, we extend the original FWA to solve
multi-objective optimization problems with the help of S-metric.
The S-metric is a frequently used quality measure for solution
sets comparison in evolutionary multi-objective optimization
algorithms (EMOAs). Besides, S-metric can also be used to
evaluate the contribution of a single solution among the solution
set. Traditional multi-objective optimization algorithms usually
perform a (μ + 1) strategy and update the external archive
one by one, while the proposed S-metric based multi-objective
fireworks algorithm(S-MOFWA) performs a (μ + μ) strategy,
thus converging faster to a set of pareto solutions by three steps:
1)Exploring the solution space by mimicking the explosion of
fireworks; 2)Performing a simple selection strategy for choosing
the next generation of fireworks according to their S-metric;
3)Utilizing an external archive to maintain the best solution set
ever found, with a new archive definition and a novel updating
strategy, which can update the archive with μ solutions in a
single process. The experimental results on benchmark functions
suggest that the proposed S-MOFWA outperforms three other
well-known algorithms, i.e. NSGA-II, SPEA2 and PESA2 in terms
of the convergence measure and covered space measure.

I. INTRODUCTION

F IREWORKS algorithm (FWA) [1] is one recently pro-

posed swarm intelligence algorithm. The initial idea of

FWA is from the observation of the fireworks explosion in the

night sky. The fireworks are set off to the sky and each of

them explodes and generates a number of explosion sparks,

illustrating the nearby space. In fact, this nature phenomenon

is similar to the optimization process. If one local region of

the optimization problem is thought promising, the fireworks

could be set off to this region and the explosion sparks will

be generated to perform the local search.

Since the proposal of FWA in 2010, the interesting idea

has attracted many researchers to devote themselves working

on this topic. So far, the developments of fireworks algorithm

can be grouped into two parts, the algorithms developments

and applications. For algorithms developments, much work has

been done, for example, the algorithm improvements based on

operators analysis [2]–[5], based on hybrid with other algo-

rithms [6]–[11]. Moreover, the parallel FWA on Graphic Pro-

cessor Unit has also been proposed [12]. For the applications,

FWA has been used for digital filters design [6], non-negative

Fig. 1. Good/Bad fireworks comparison in explosion amplitude and explosion
sparks number

matrix factorisation calculation [13], pattern recognition [14],

spam detection [15], network reconfiguration [16], [17], truss

mass minimisation [18], clustering [19] and so on.

The basic framework of FWA works as follows: At first, a

number of fireworks are initialized within the feasible search

range, each firework will be evaluated for their fitness. In

general, the fitness is one character to denote whether the local

region is promising or not. The fireworks with better fitness

will have larger numbers of explosion sparks and smaller

explosion amplitudes, while the fireworks with worse fitness

will have smaller numbers of sparks and bigger explosion

amplitudes. Each firework performs an explosive mutation

process for the local search. Fig. 1 gives a brief comparison

of good and bad fireworks in terms of the explosion sparks

numbers and explosion amplitudes.

After the explosion process, a certain number of muta-

tion sparks are also generated to increase the diversity of

the swarm. Then the fireworks for next generation will be

selected from the candidates set which includes the fireworks,

explosion sparks and mutation sparks, according to their fitness

and diversity. This procedure repeats iteratively until the max

iteration time is reached or a solution good enough is found.

Multi-objective problem has two or more conflicting ob-

jectives to optimize simultaneously. Lack of prior knowl-

edge about the objectives, we usually investigate into a vast

number of solutions and reserve the non-dominated ones,

i.e. a Pareto solution set, as the approximation of the true

Pareto-optimal set. This idea contributes directly to the rapid

development of evolutionary multi-objective optimization al-

gorithm(EMOA) [20].
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In MSOPS(Multiple Single Objective Pareto

Sampling) [21] [22], the relationship between conflicting

objectives was quantified as weights added to each objective.

Despite unknown, when enough trials of ways to combine

and adjust the weights were explored, enough non-dominated

solutions would be found to make a good spread of the Pareto

front.

During the evolution of EMOA, there are two crucial points

to consider: convergence and diversity. Most EMOAs consider

them apart. For example, in NSGA-II [23], the non-dominated

sorting is performed first to classify all the solutions into

hierarchical dominated levels as their measure of convergence,

then a crowding distance will be calculated as their measure

of diversity. In SPEA2 [24], the fitness of each solution is

composed by two parts: dominated strength which represents

the convergence, and density metric which represents the

diversity.

Different from the above methods, indicator based methods

choose a single metric to represent both convergence and

diversity. IBEA [25] defines a binary quality indicator and

each solution needs to be compared with every other solution

in order to get a single fitness. The comparison times required

is as much as that for non-dominated sorting. S-metric [26]

is another indicator that represents both convergence and

diversity, by calculating the hyper-volume of dominated space.

A great amount of attention was paid to this metric since its

proposal. Nicola Beume and Carlos did a detailed analysis on

the complexity of computing the hyper-volume indicator [27].

Knowles and Corne [28] gives an example for fast calculating

the S-metric.

In this paper, a multi-objective fireworks algorithm base on

S-metric is proposed. The explosion amplitudes of fireworks

and the numbers of sparks are calculated according to each

firework’s S-metric, the next generation of fireworks are

selected by their S-metric and an external archive with fixed

size is used to maintain the best solution set found ever, by a

novel updating strategy.

The rest of this article is organised as follows: The S-metric

is introduced in section 2. The proposed S-metric based multi-

objective fireworks algorithm is demonstrated in section 3.

Section 4 deals with the performance on several test problems

compared to three other algorithms. Section 5 draws a brief

summary and introduces the future work.

II. S-METRIC

The S-metric or hyper-volume indicator was first proposed

by Zitzler and Thiele [26]. It can be viewed as the size of
the space covered or size of dominated space. Let Λ denote

the Lebesgue measure, then the S-metric for a solution set

M = {m1,m2, ...,mi, ...mn} is defined as [29]:

S(M) := Λ(
⋃

m∈M

{x|m ≺ x ≺ xref}) (1)

where, ≺ denotes the dominance relationship, i.e. a ≺ b means

b is dominated by a. The xref is a reference point dominated

by all valid solutions in the solution set.

(a) S-metric for the set

(b) S-metric for a solution

Fig. 2. S-metric

Each solution in set M contributes a part to this total S-

metric, so the S-metric for each solution is defined as:

S(mi) = ΔS(M,mi) := S(M)− S(M\{mi}), (2)

The S-metric for a solution mi can be seen as the size

of space dominated by mi but not dominated by any other

solutions in the set. A large value means mi is important in

set M , while zero indicates that mi must be dominated by

some other solutions in set M .

Fig. 2 shows the meaning of S-metric and the difference

between S-metric for set and S-metric for a single solution. It

can be seen that S-metric for a solution has no relation with

the choice of a reference point. And a solution with larger

S-metric value lies further away from its nearest neighbors,

which is coincident with SPEA2’s density metric in the

diversity meaning. Besides, a non-zero value guarantees that

the solution is non-dominated, coincident with convergence

meaning, because according to the definition in Eq.(2), the

S-metric for a solution dominated by others is zero.

III. THE PROPOSED S-MOFWA

As for multi-objective problems, there are more than one

objective function, f1, f2, etc. But for an EMOA, the fitness

function is unique.



In the proposed S-MOFWA, the fitness for an individual is

its S-metric in the current solution set. Noted that the S-metric

of one solution is merely relevant to its neighbors and could

change when the members of the current solution set change.

A brief description of S-MOFWA is as follows: At first, a

number of fireworks will be initialized in the search space. In

each iteration, we calculate the numbers of explosion sparks

and amplitudes of explosion for each firework. Then the ex-

plosion and Gaussian mutation will be performed to generate

a number of sparks. Finally fireworks for next iteration will

be selected among the candidates. An external archive is used

to maintain the best solution set. The details of each step can

be found in the following paragraphs.

A. Initialization

The algorithm randomly selects N points in the search space

as the first generation of fireworks. As it’s the first generation,

there is no need to calculate or set the objective function

values. Here, we simply set their S-metric the same values, so

they have the same sparks numbers and explosion amplitudes,

because we don’t hurry to tag them as good or bad in the

initial stage.

B. Calculation of the explosion sparks number and explosion
amplitude

As is mentioned above, to make a contrast among the

fireworks, the firework with better fitness will have larger

number of explosion sparks and smaller explosion amplitude,

while the firework with worse fitness will have smaller number

of sparks and bigger explosion amplitude. To ensure this

principle, the number of sparks zi and explosion amplitude

Ai for each firework xi are calculated by Eq.(3) and Eq.(4),

which are determined by the S-metric solely.

zi =Me ∗ S(xi) + ε
N∑
i=1

(S(xi)) + ε

, (3)

Ai = Â ∗ Smax − S(xi) + ε
N∑
i=1

(Smax − S(xi)) + ε

, (4)

where Smax = max(S(xi)), i = 1, 2, ..., N . Me and Â are

two constant parameters to control the sparks number and

amplitude. To bound the values zi to a proper range, two other

constants a, bε[0, 1] was also needed.

zi =

⎧⎪⎨
⎪⎩

round(aMe) if zi < aMe,

round(bMe) if zi > bMe,

round(zi) otherwise.

(5)

Noted that the best solution, namely the solution with a

max S-metric gets a very small explosion amplitude which is

close to zero according to Eq.(4). This may be acceptable in

the final stage of the evolution, but that’s unreasonable for the

early stage. The non-linearly decreasing amplitude threshold

Amin introduced in [30] is also employed here:

Amin(t) = Ainit − Ainit −Afinal

evalsmax

√
(2 ∗ evalsmax − t)t,

(6)

where Ainit and Afinal are the initial and final minimum

explosion amplitudes, evalsmax is the maximum evaluation

times and t is the current evaluation times. And,

Ai = max(Ai, Amin), (7)

C. Explosion

For each firework xi, zi sparks will be generated according

to Alg.1. This explosion procedure can be seen as the explo-

ration among the search space.

Algorithm 1 Explosion

1: for j = 1→ zi do
2: initialize the location of the explosion spark: x̂j = xi

3: for each dimension k of xi do
4: if rand(0, 1) < 0.3 then
5: x̂k

j = xk
i +Ai ∗ rand(−1, 1)

6: if x̂k
j out of bounds then

7: x̂k
j =U(xk

min,x
k
max)

8: end if
9: end if

10: end for
11: end for

D. Gaussian mutation

To increase the diversity of generated explosion sparks

swarm, the algorithm will also generate a number of special

Gaussian sparks through a process called Gaussian mutation.

Alg.2 describes process of the calculation of Gaussian sparks.

Algorithm 2 Gaussion mutation

1: initialize the location of the Gaussian spark: x̃i = xi

2: for each dimension k of xi do
3: if rand(0, 1) < 0.5 then
4: x̃k

i = xk
i ∗ normrnd(1, 1)

5: if x̃k
i out of bounds then

6: x̃k
i =U(xk

min,x
k
max)

7: end if
8: end if
9: end for

E. Fireworks selection and archive updating

1) Calculation of S-metric: In conventional FWA, the

fireworks for next generation are selected according to their

fitness and diversity measure [1]. As for S-MOFWA, the S-

metric is calculated according to their values of objective

functions, and is also used as selection criteria. In case of two

objectives, we sort the sparks in descending order according

to the values of the first objective function f1. After wiping



(a) calculation of S-metric

(b) the increase of neighbors’ S-metric after wiping away
a solution

Fig. 3. S-metric

away the points that are dominated, we will get a sequence

sorted in ascending order according to the second objective

function f2. (Those points which lose in both two objective

functions are dominated.) As showed in Fig.3(a), the S-metric

for solution mi is calculated as Eq.(8):

S(mi) = (f1(mi)− f1(mi−1)) ∗ (f2(mi)− f2(mi+1)), (8)

Noted that the calculation of S-metric does not depend on

the order of the objectives to be considered. All the objectives

are of coordinate importance. In the process of sorting the

sparks by one objective, we can easily find out and erase those

who are dominated by others. Then the S-metric of a non-

dominated spark is determined by its nearest neighbors in each

objective. The nearest neighbors restrict the space which is

only dominated by this spark, but not dominated by any other

sparks. The volume of this space is the so-called hypervolume,

namely the S-metric.

For two objectives problem, in each iteration, after the

sorting process we can calculate all the sparks’ S-metric one

by one. So the complexity is O(nlogn). For three or more

objectives problem, the complexity is O(nd/2logn) due to

Overmars and Yap [31]. Here, n is the number of sparks and

d is the number of objectives.

Here, we need to clarify that the calculation of S-metric can

be of high efficiency and is also suitable for more objectives

problems. Boris Naujoks and Nicola Beume presented an al-

gorithm for calculating S-metric in three-objective space [32].

The LebMeasure algorithm described by Fleischer [33] and the

HSO algorithm(Hypervolume by Slicing Objectives) proposed

by Knowles [34] and Zitzler [35] compute the whole S-

metric for all dimensional objectives. Further more, many

researches have been done in order to improve the efficiency

of calculating S-metric. L.While and P.Hingston presented a

fast algorithm for calculating S-metric [36]. Then L.Bradstreet

proposed an incremental version to calculate S-metric. On the

foundation of those improvements, many new EMOAs based

on S-metric have been invented like SMS-EMOA [37] and

MOPSOhv [38].

2) Selection of the fireworks for the next generation:
In the original FWA, we choose the best one and the rest

N − 1 fireworks according to their crowding metric as the

next generation of fireworks [1]. However, as is mentioned

previously, a large S-metric guarantees that the solution is

far away from its nearest neighbors and it’s non-dominated.

In another word, a solution with large S-metric points out a

good region which has been explored too little. Our job is to

strengthen the exploration in the suggested region. So there

is no need to introduce another unnecessary diversity measure

and we simply choose the best N solutions as the fireworks

for next generation, according to their S-metric, namely the

fitness.

3) Updating of the external archive: In conventional

archive strategy, external archive is just a place for storing non-

dominated solutions. When a new individual was generated,

it would be examined whether it can be put into the archive

or replace someone. This was done one by one, which means

the external archive needs to be updated for a thousand times

if one thousand new individuals were generated.

In this paper, the external archive always keeps a fixed

number of solutions (assume the fixed number is K), which

differs from the conventional grow-up strategy. These K
solutions are chosen from the candidates pool which includes

the sparks generated by fireworks explosion and Gaussian

mutation, and the old archive. The selected K solution needs

to ensure that they get a maximum S-metric in all the K-sets.

We need to point out that the solutions in this archive are

not necessarily non-dominated. Noted that in the early stage

of evolution, not enough non-dominated solutions should have

been found. But the external archive always keeps K solutions.

Inevitably there are many dominated solutions existing in the

archive, but this does not matter. Along with the iteration, the

S-metric of the solution set in the archive will increase step

by step. And Fleischer proved that a finite solution set with

the theoretic maximum of S-metric comes necessarily from

the true Pareto front [33].

Fig.4 demonstrates the evolvement of the external archive

on function KUR of S-MOFWA. The size of archive is fixed

as K = 100. In the first 20 iterations, most of the solutions

were dominated by those points close to the true Pareto front.



After hundreds of iterations, nearly all of them became non-

dominated, and the updates concentrate in the areas very close

to the true Pareto front.

In each iteration, we will choose K solutions to build up

the new archive. This sounds like a combinational problem.

However, one solution’s S-metric is solely determined by its

nearest neighbors, which indicates that wiping off a solution

only influences the S-metric of a few solutions. Here, we keep

a proper ratio (about 1:1) between the size of external archive

and the total number of sparks, wipe off the worst one solution

in the candidates set and fix its neighbors’ S-metric. This

procedure repeats iteratively, eventually remaining K solutions

as the new archive.

As is showed in Fig.3(b), after wiping off the solution m3,

its nearest neighbors m2 and m4 have a proportional increase

in their S-metric, while the others’ remain unchanged. Take

m2 for instance, the ratio of new S(m2) to the old S-metric

is L2/L1. So a simple update will be enough:

S(m2) = S(m2) ∗ f2(m2)− f2(m4)

f2(m2)− f2(m3)
, (9)

Moreover, the corresponding operator also needs to be

performed on m4, another nearest neighbor:

S(m4) = S(m4) ∗ f1(m4)− f1(m2)

f1(m4)− f1(m3)
, (10)

The procedure of updating the external archive is described

in Alg.3

Algorithm 3 Updating strategy for the external archive

1: note Q as the sparks generated by fireworks explosion and

Gaussian mutation

2: note A as the external archive

3: note C as the candidates pool, set C = Q ∪A
4: calculate S-metric for each candidate in C /* a minimum

heap may be useful here. */

5: while |C| > K /* K is the size of the external archive, a
fixed number */ do

6: r ← argminmεC(S(m)) /* detect element of C with
the lowest S-metric */

7: C ← C\{r} /* eliminate detected element*/

8: fix the S-metric values of nearest neighbors of r ac-

cording to Eq.(9) and Eq.(10)

9: end while
10: A ← C

F. Framework of S-MOFWA

The framework of S-MOFWA is described in Alg.4

IV. EXPERIMENTS

To validate the performance of the proposed S-MOFWA,

experiments on benchmark suite which contains 6 test func-

tions were designed. Moreover, the performance comparison

with other three well-known algorithms (NSGA-II, SPEA2,

PESA2) are also conducted.

Algorithm 4 Framework of S-MOFWA

1: randomly initialize N fireworks in the solution space

2: initialize external archive A as the set of the initial

fireworks

3: iteration p ← 0
4: while terminal conditions are not met do
5: p ← p+ 1
6: update the current evaluation times t
7: update the non-linearly decreasing amplitude threshold

Amin according to Eq.(6)

8: for j = 1→ N do
9: calculate objective functions’ values of each firework

xi

10: end for
11: calculate each fireworks’ S-metric according to Eq.(8)

12: calculate each fireworks’ sparks number and explosion

amplitude according to Eq.(3) and Eq.(4) respectively,

then bound them by corresponding Eq.(5) and Eq.(7)

13: perform the firework explosion as Alg.1 for each fire-

work

14: perform the Gaussian mutation as Alg.2 for each fire-

work

15: calculate each candidate’s S-metric /* candidates refers
to the sparks obtained by explosion and Gaussion
mutation, and the solutions in the current archive */

16: select N best candidates as the next generation of

fireworks, according to their S-metric

17: update the external archive A
18: end while
19: output the external archive A

A. Experimental Setup

The test problems used to compare different algorithms

are chosen from a set of significant studies in the area of

multi-objective optimization. Schaffer’s problem (SCH) and

Kursawe’s problem(KUR) are presented by Veldhuizen [39].

ZDT1, ZDT2, ZDT3, ZDT6 are selected from the six test

functions suggested by Zitzler [40]. All above problems have

two objective functions and none of them have constrains. The

properties of these functions are listed in Tab. I.

For the parameters setting, the number of fireworks N = 10,
size of external archive K = 100, total number of sparks

Me = 100, constants a = 0.05, b = 0.4, the mutation rate

for Gaussian mutation r1 = 0.5 and for explosion r2 = 0.3,
evaluation times evalsmax = 200000, the same for the

comparison algorithms. Each function runs 20 repetition times.

The rest of parameters for the fireworks are identical to [30].

For the parameters setting of NSGA-II, SPEA2 and PESA2,

they are set according to the source code of [41] 1.

The experimental platform: Win8; Intel Core Duo E4500
CPU; 2.2GHz; 2GB RAM. The proposed S-MOFWA was run

on MATLAB2012b and the comparison algorithms were run

on Eclipse-Java.

1jmetal : http://sourceforge.net/projects/jmetal/



(a) iteration =10 (b) iteration =20 (c) iteration =250 (d) iteration =300

Fig. 4. MOFWA evolution process on KUR.

TABLE I
BENCHMARK FUNCTIONS (DIM. = DIMENSION)

Dim. Range Optimal locations Property

SCH 1 [−1000, 1000] x ∈ [0, 2] convex
KUR 3 [−5, 5] refer [39] non-convex
ZDT1 30 [0, 1] x1 ∈ [0, 1],xj = 0, j �= 1 convex
ZDT2 30 [0, 1] x1 ∈ [0, 1],xj = 0, j �= 1 non-convex
ZDT3 30 [0, 1] x1 ∈ [0, 1],xj = 0, j �= 1 convex, disconnected
ZDT6 10 [0, 1] x1 ∈ [0, 1],xj = 0, j �= 1 non-convex, non-uniformly spaced

B. Evaluation Criterion

In this paper, we take the convergence measure and covered

space measure to characterize the performance of one multi-

objective optimization algorithm.

The convergence measure is the average distance to the

closest point of the true Pareto front as used in [42]. The

smaller the distance is, the closer the solution set lies to the

true Pareto front. Usually we uniformly select hundreds of

point from the true Pareto front as a approximation. So this

measure is calculated as the average distance to the closest

point in the selected approximate set.

The covered space measure is a relative ratio of the covered

hypervolume, for estimation of the diversity of the spread. The

denominator could be the size of space covered by the true

Pareto front, or the size of a fixed feasible function space.

Here, we take the latter for simple calculation. The maximum

values are limited by the different shapes of test functions, so

the comparative values are only of meaning within the same

test function. Of course, a larger value indicates the spread is

better-distributed.

C. Experimental Results

The results for average convergence measure and covered

space measure of S-MOFWA, NSGA-II, SPEA2 and PESA2

are listed on Tab. II and Tab. III, repectively. And the T-test

results are listed in Tab.IV and Tab.V. In addition, we also

plot the final archive in the objective space on the benchmark

functions of S-MOFWA.

TABLE IV
p-VALUES FOR CONVERGENCE MEASURE (THE VALUES IN BOLD

INDICATE THAT MOFWA IS SIGNIFICANT BETTER COMPARED WITH THE

OTHER ALGORITHM)

vs NSGA-II 8.857E-05 8.900E-05 1.030E-04 5.170E-04 1.030E-04 2.959E-01
vs SPEA2 8.900E-05 2.509E-02 8.900E-05 1.400E-04 1.162E-03 6.542E-01
vs PESA2 8.900E-05 1.200E-04 2.930E-04 3.185E-03 8.900E-05 2.190E-04

TABLE V
p-VALUES FOR COVERED SPACE MEASURE (THE VALUES IN BOLD

INDICATE THAT MOFWA IS SIGNIFICANT BETTER COMPARED WITH THE

OTHER ALGORITHM)

vs NSGA-II 7.314E-02 4.550E-03 8.900E-05 7.932E-02 1.630E-04 8.900E-05
vs SPEA2 1.507E-03 5.016E-01 1.200E-04 7.189E-03 1.630E-04 8.900E-05
vs PESA2 3.380E-04 8.900E-05 1.325E-03 2.277E-02 2.190E-04 8.900E-05

D. Discussion
For convergence measure, the proposed S-MOFWA per-

forms best on all the test functions, specifically discussed by

the type of functions as follows:
1) convex functions: On convex functions ZDT1 and SCH,

the proposed S-MOFWA significantly outperforms the other

three with smallest average convergence measure and standard

deviation, both ability and stability are proven.
2) non-convex functions: On non-convex function ZDT2,

the proposed S-MOFWA and SPEA2 both get the best con-

vergence measure, and S-MOFWA shows a little superiority

in the standard deviation. On function KUR, S-MOFWA

performs best and SPEA2 ranks the second.
3) disconnected functions: On disconnected function

ZDT3, S-MOFWA beats other three in average convergence

measure but the standard deviation ranks the last.
4) non-uniformly spaced functions: On non-uniformly s-

paced function ZDT6, S-MOFWA, NSGA-II and SPEA2 get

the best average convergence measure while PESA2 does not

obtain a value of the same order of magnitude.
For covered space measure, the S-MOFWA wins on four

functions among all the six functions. On ZDT1 and ZDT2,

SPEA2 gets the best average covered space with the smallest

standard deviations, which means SPEA2 distributes the solu-

tions better along the non-dominated front. The density metric

involved in the fitness assignment of SPEA2 may contributes

a lot to this ability. On the other four functions, S-MOFWA

finds a better spread than other algorithms.



TABLE II
CONVERGENCE MEASURE

ZDT1 ZDT2 ZDT3 SCH KUR ZDT6

mean std mean std mean std mean std mean std mean std
S-MOFWA 9.10E-04 1.00E-04 8.00E-04 0.00E+00 3.90E-03 4.00E-04 3.20E-03 2.00E-04 9.00E-03 1.10E-03 2.80E-03 1.00E-04

NSGAII 1.40E-03 2.00E-04 1.10E-03 1.00E-04 4.60E-03 3.00E-04 9.90E-03 7.70E-03 1.31E-02 1.40E-03 2.80E-03 2.00E-04
SPEA2 1.30E-03 1.00E-04 8.00E-04 1.00E-04 4.70E-03 2.00E-04 1.19E-02 8.10E-03 1.01E-02 7.00E-04 2.80E-03 1.00E-04
PESA2 1.60E-03 3.00E-04 1.30E-03 4.00E-04 4.50E-03 4.00E-04 8.50E-03 7.40E-03 1.61E-02 2.40E-03 1.57E-02 2.05E-02

TABLE III
COVERED SPACE MEASURE

ZDT1 ZDT2 ZDT3 SCH KUR ZDT6

mean std mean std mean std mean std mean std mean std
S-MOFWA 0.6536 1.03E-02 0.3279 1.50E-03 0.7795 3.00E-04 0.8303 1.70E-03 0.3558 8.70E-03 0.3227 0.00E+00

NSGAII 0.6602 3.00E-04 0.3272 4.00E-04 0.7785 1.00E-04 0.811 5.87E-02 0.3435 6.20E-03 0.3205 2.00E-04
SPEA2 0.6616 1.00E-04 0.3285 1.00E-04 0.7789 1.00E-04 0.8001 5.05E-02 0.3446 6.98E-03 0.3224 2.00E-04
PESA2 0.6252 2.49E-02 0.3092 9.60E-03 0.7703 9.20E-03 0.8082 5.37E-02 0.3516 9.82E-03 0.3131 7.80E-03

(a) ZDT1 (b) ZDT2 (c) ZDT3

(d) SCH (e) KUR (f) ZDT6

Fig. 5. Plots of the final archive of returned by S-MOFWA in the objective space

V. SUMMARY AND FUTURE WORK

In this paper, we presented the S-MOFWA, the S-metric

based multi-objective fireworks algorithm. As an indicator

based EMOA, the S-metric was introduced to guide the iter-

ation process of fireworks algorithm. The explosion numbers

of sparks and explosion amplitudes are calculated according

to each fireworks’ S-metric. And the fireworks for next iter-

ation are selected by their S-metric. The selection for next

generation and explosion to generate sparks was quite simpler

compared to the conventional fireworks algorithm. And a novel

archive strategy was employed to keep the best solution set,

which reduces the labor in traditional archive strategy.

The comparison results with NSGA-II, SPEA2 and PESA2

demonstrated the efficiency of S-MOFWA. On most test

functions, S-MOFWA finds a better spread and gets closer

to the true Pareto front than the other three algorithms.

Encouraged by the promising performance on these test

functions, we intent to employ the proposed S-MOFWA in

real world problems, which may have more objectives or

constraints in the future.
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