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Concentration Based Feature Construction Approach
for Spam Detection

Ying Tan, Chao Deng and Guangchen Ruan

Abstract- Inspired by human immune system, a concentra
tion based feature construction (CFC) approach which utilizes
a two-element concentration vector as the feature vector is
proposed for spam detection in this paper. In the CFC ap
proach, 'self' and 'non-self' concentrations are constructed
by using 'self' and 'non-self' gene libraries, respectively, and
subsequently are used to form a vector with two elements of
concentrations for characterizing the e-mail efficiently. As a
result, the design of classifier actually amounts to establishing a
mapping between two real-value inputs and one binary output.
The classification of the e-mail is considered as an optimization
problem aiming at minimizing a formulated cost function. A
clonal particle swarm optimization (CPSO) algorithm proposed
by the leading author is also employed for this purpose.
Several classifiers including linear discriminant, multi-layer
neural networks and support vector machine are used to verify
the effectiveness and robustness of the CFC approach. Exper
imental results demonstrate that the proposed CFC approach
not only has a very much fast speed but also gives 97% and
99% of accuracy just using a two-element concentration feature
vector on corpus PUl and Ling, respectively.

I. INTRODUCTION

SPAM has been considered as an increasingly serious
problem to the infrastructure of Internet. According to

the statistics from ITU (International Telecommunication
Union), about 70% to 80% of the present emails in Internet
are spam. Numerous spam not only occupies valuable com
munications bandwidth and storage space, but also threatens
the network security when it is used as a carrier of viruses
and malicious codes. Meanwhile, spam wastes much user's
time to tackle with them, so decreases the productivity
considerably.

Many classification algorithms have been put into practice
for solving spam problems so far, which include Naive
Bayes [1], [2], Support Vector Machine (SVM) [3], [4],
Artificial Neural Network (ANN) [5], [6], Artificial Immune
System (AIS) [7], [8], [9], DNA Computing [10], and hybrid
approaches [11], [12]. Approaches for feature extraction of
email include simple approaches [8], term frequency analysis
approaches [1], [3], [5] and heuristic approaches [7], [10],
[13].

In this paper, inspired from human immune system (HIS),
a Concentration-based Feature Construction (CFC) approach
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which utilizes a two-element concentration vector as the fea
ture vector is proposed for spam detection. Both 'self' gene
library and 'non-self' gene library, which contain the words
with utmost representative of non-spam mail and spam mail,
respectively, are generated for feature construction. 'Self'
concentration and 'non-self' concentration are constructed
by using 'self' gene library and 'non-self' gene library,
respectively. Then they are used to form a two-element con
centration vector to characterize the e-mail. Unlike traditional
anti-spam methods, classification of e-mail is here considered
as an optimization problem aiming at optimization of the
formulated cost function. Optimal self concentration and
non-self concentration is obtained as the one whose cost
function associated to the classification is minimum. A clonal
particle swarm optimization (CPSO) algorithm is used for the
optimization process.

Comprehensive experiments are conducted on two public
benchmark corpora PUI and Ling. Comparisons on per
formance among different classifiers including linear dis
criminant, multi-layer or back-propagation neural networks
(BPNN) and support vector machine (SVM), are made in
accuracy, precision, recall and miss rate. Experimental results
show that the proposed CFC approach achieves 97% and
99% of accuracy on corpus PUI and Ling, respectively, by
just using a two-element concentration feature vector, so
outperforms current approaches.

The remainder of this paper is organized as follows.
Algorithmic implementations of our proposed approach are
elaborated in details in Section II. CPSO-based optimization
for 'self' and 'non-self' gene library pair is presented in
Section III. Several experimental results on two benchmark
corpora are reported in Section IV. Finally, concluding
remarks are given in Section V.

II. CONCENTRATION BASED FEATURE CONSTRUCTION

ApPROACH

A. Overview of Our Proposed Approach

Our proposed approach can be mainly divided into three
parts. (1) Generate 'self' gene library and 'non-self' gene
library from training samples. (2) Construct the concentration
vector of each training sample through the two gene libraries,
then these concentration vectors are used as the input of
a successive classification algorithm for training. (3) The
trained classifier is used to predict the label of testing samples
characterized by concentration vectors. Here we focus on the
feature construction and do not emphasize the classification
algorithms which would be SVM, neural networks, decision
tree, Adaboost, just to name a few.
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where m is the number of candidate words after preprocess
ing and this process only carries out once during training
stage. During running stage, according to Eq. 1, the time
complexity of constructing self concentration and non-self
concentration is

where c denotes the concentration, N is the number of words
appearing in both e-mail and gene library, W is the number
of different words in the e-mail.

Note that the gene library can be either the 'self' gene
library or the 'non-self' gene library. Therefore for an e
mail to be classified, a 'self' concentration which describes
its similarity to non-spam and a 'non-self' concentration
which describes its similarity to spam can be constructed,
respectively. When parameters Ps and PN take different
values, different 'self' gene libraries and 'non-self' gene
libraries are obtained. Consequently, different concentrations
can be constructed. Theses concentrations are used to form
a feature vector which is served as the input of a successive
classification algorithm.

D. Complexity Analysis

In algorithm 1, the time complexity of sorting m words is

B. Generation of gene libraries

Two gene libraries- 'self' gene library and 'non-self' gene
library are generated from training samples in our proposed
approach. The gene fragment in gene library is simply a
word. 'Self' gene library are composed of words with utmost
representative of non-spam e-mails. On the contrary, 'non
self' gene library contains those words with utmost repre
sentative of spam e-mails. Intuitively, a word that appears
most in non-spam e-mails while seldom in spam e-mails is a
good representative of non-spam e-mails. Consequently, the
difference of its frequency in non-spam e-mails minus that
in spam e-mails can be used to reflect a word's "proclivity".
After calculating the difference of the frequency of each
word, words are sorted in order of their differences. Consider
the queue of words is sorted in descendent order, for instance,
then two portions of words derived from the front and the rear
of the queue with certain proportion can be used to construct
'self gene' library and 'non-self gene' library, respectively.
Pre-processing is used to select candidate words. According
to [14], the features that appear in most of the documents
are not relevant to separate these documents because all
the classes have instances that contain those features. For
simplification, we discard the words that appear more than
95% in all messages of the corpus. In addition, stop word list
is also used to remove those trivial words. The generation of
gene libraries is described in Algorithm 1, in which Ps and
PN are parameters to be adjusted.

can be formulated as

N
c== -

W

O(m log m)

(1)

(2)

where n; and nn are the number of words in 'self' gene
library and 'non-self' gene library, respectively. n m is the
number of words in the e-mail to be classified. As n m

is usually at the scale of constant, Eq. 3 can be further
expressed as

Algorithm 1 Generation of Gene Libraries

Use stop word list to exclude those trivial words in training
set.
Drop the word whose frequency is more than 95% in
training set.

O(ns * n m + nn * n m ) (3)

for each remaining word do
Calculate its frequency appearing in non-spam (denoted
by is) and spam (denoted by in), respectively.

end for

for each remaining word do
Calculate its "proclivity" via following formula:
[a == is - in.

end for

Sort the words in terms of id, in descendent order.

Extract Ps% of words in front of the queue to form 'self'
gene library and PN % of words in rear of the queue to
form 'non-self' gene library, respectively.

(4)

As n s + nn < m, the time complexity for constructing a
two-element feature vector for an e-mail is at most O(m).

III. CPSO-BASED CONCENTRATION DESIGN

The generation of 'self' gene library and 'non-self'
gene library, which in turn uniquely determine the
self concentration and non-self concentration that form
the two-element concentration vector, is here consid
ered as an optimization problem. The optimal vector
P* == {Ps,PN,Pi , P;;, ... ,p:n}, composed of gene li
brary determinants Ps and PN as well as parameters
Pi , P;;, . . . ,p:n associated with a certain classifier, is the
one whose cost function CF (P) associated with classifica
tion is minimum, with

CF(P) == Err(P) (5)

C. Feature Construction

The concentration of an e-mail is defined as the proportion
of the number of words of the e-mail which appear in gene
library to the number of different words in the e-mail, which

where Err(P) is the classification error measured by 10
fold cross validation on the training set. Input vector P
consists of two parts-gene library determinants Psand PN,
and parameters Pi, Pel , . .. ,p:n associated with a certain
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Determine the dimen sionality
and the thre shold of each
dimension of the particl e

Initialize the particl e swarm, namely
determine the numb er of particl es and
randomize the position of each particle

(namely vector P in formula 5)

classifier. Gene library determinants uniquely determine the
construction of gene libraries, which in turn determine the
two-element concentration vector used to represent the email.
Therefore the part of gene library determinants correspond
to the performance of feature construction. The other part of
P-Pi, P;, .. . ,P;;', is classifier-related parameters which
influence the performance of a certain classifier. Different
classifiers hold different parameters and lead to different
performance. Parameters associated with neural network,
which determine the structure of the network, include number
of layers, number of nodes within a layer and each con
nection weight between two nodes. SVM-related parameters
that determine the position of optimal hyperplane in feature
space, include cost parameter C and kernel parameters, just
to name a few. The vector P is the optimization objective
whose performance is measured by CF(P). Therefore, the
optimization of concentrations can be formulated as follows.

Finding P* = {Ps,P;:" ,Pi ,P; , ... ,P;;' } so that

t; P2 -»:
associated with a certain

classifier
Gene library determinants

p'"p,

Several optimization approaches not demanding an analytical
expression of the objective function such as particle swarm
optimization (PSO), genetic algorithms (GA) and so forth
can be employed for the optimization process.

Figure 1 shows the optimization process when using CPSO
to design concentrations. For detailed processes of clone,
mutation and selection, please refer to literature [15] .

IV. EXPERIMENTS

A. Experimental Setup

Two corpora used to test our proposed CFC approaches
are the PUI corpus [1] and Ling corpus' [16]. PUI corpus
consists of 1,099 messages, with spam rate 43 .77%, Ling
corpus consists of 2,893 messages, with spam rate 16.63%.
Each corpus is divided into ten partitions with approximately
equal amount of messages and spam rate. The version with
stop-word removal in used in our experiments.

All experiments are conducted on a PC with CPU of
AMD Athlon 3200+ and 448M RAM. Accuracy, precision,
recall and miss rate are used as performance indices. Linear
discriminant, BPNN and SVM are employed to verify the
effectiveness and robustness of the proposed CFC approach.
LIBSVM software package is used for the SVM [17] . BP
network and linear discriminant are implemented by the
toolbox of MATLAB of version R2007a.

"do", and~oo "~~'" >-__~
~Yt

CF(P*) = min CF(P) .
{PS ,PN ,P"P2 ,. · · ,P= }

(6)

]\0

Comput e eac h particl e' s fitness value CF(P),
determine Personal Best of individual particl e and

Global Best of swarm, record each particle ' s testing
error

Update each particle ' s position and velocity according
to standard PSO position and velocity update formula s

Perform clone and
mutation s proce sses

Perform selection process
to maintain the number of

particl es stable

No

B. Experimental Results

J) Experiments on Different Concentrations: In this part,
different 'self' concentrations and 'non-self' concentrations,
which correspond to 'self' gene libraries and 'non-self' gene
libraries with different Ps and PN are tested, aiming to find
the concentrations with best performance. The tested Ps and
PN range from 5% to 50% at a step size 5% . lO-fold cross
validation is used to measure the performance. That is, in

IThe PUI corpus and Ling corpus may be downloaded from
http://www.iit.demokritos.gr/skel/iconfig/

Check if the termin ation criteria have
been met

Yes

~

Output the position of the particle
with Global Best (namely p ' in

formula 6)

Fig. I . Optimization process of concentration design .

3090
Authorized licensed use limited to: Peking University. Downloaded on December 03,2020 at 08:38:29 UTC from IEEE Xplore.  Restrictions apply. 



Accuracy of classification on testing set Data distribution of nonspam and spam on corpus PU1

0.4 0.6
Self concentration (30%)

<>

o

0.2

o

oL-------'-------'-------'----------'---"'------.J
o

0.1

0.2

0.9

0.8

<f-8.- 0.7

20.6

~
~ 0.5
c

~ 0.4

f
§ 0.3
z

7 8 9 10 11 12 13 14 15
Nodes No. of hidden layer

~/ "'" / -""'vo =:= !~~---e--20%
~25%

---e-- 30%
----$--35%

- ---+- 40%

----+-- 45%
---v-- 50%

0.97

0.95

0.98

0.94

0.93

0.99

0.96

Fig. 2. Accuracy with different self concentrations on corpus PUI, leaving
partition I as testing set.
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Fig. 3. Data distributions of non-spam and spam in feature space for corpus
PUI (a) and Ling (b)

evaluation is, and vice versa. As the optimization process
is somewhat time consuming, the scale of the data set in
experiments is 10% of the original corpus. That is, in each
independent test one partition of the corpus is used as data
set, 90% of which is used for training and the rest 10%
is used for testing . Linear discriminant, SVM (with linear
kernel and RBF kernel) and BP neural network are used as
classification algorithm.

Experiments of empirical two-element concentration vec
tor (namely, Ps = 30% and PN = 30% for corpus PUI,
Ps = 50% and PN = 5% for corpus Ling) are conducted on
the same data set for comparison and following parameters
are adopted. According to [3], the performance of SVM is
remarkably independent of the choice of C as long as C is
large (over 50). So the parameter C of SVM is set to be
100 for both SVM with linear kernel and SVM with RBF
kernel in our experiments. In the initial tentative experiments,
a range of parameter "( for RBF kernel are tested, and the
performance is not sensitive to the variation of parameter "(.

each iteration, 90% data are used for training while the rest
10% are used for its test.

A three layer BP network is used as the classifier. The
number of nodes of input layer equals to the size of con
centration vector. In this scenario, the concentration vector
is unary. The number of nodes of hidden layer ranging
from 3 to 15 is tested . There is only one node in output
layer, output 1 indicates non-spam e-mail and 0 is for spam
e-mail. The transfer functions of hidden layer and output
layer are 'tansig' and 'purelin', respectively. The training
function is 'trainlm' . Performance function is MSE. The
network is trained for a maximum of 50 epochs to 0.01
of error goal. Figure 2 shows when leaving partition 1, the
accuracy on corpus PUI with different 'self' concentrations .
The performance measured by lO-fold cross validation shows
that 'self' concentration with Ps = 30% and 'non-self'
concentrations with PN = 30% perform best on corpus
PUI ,respectively. For corpus Ling, the best performance is
achieved with 'self' concentration with Ps = 50% and 'non
self' concentration with PN = 5%, respectively. Figure 3
shows the data distribution of non-spam and spam in feature
space on corpora PUI and Ling after feature construction
with two-element concentration vector (That is, 'Self' con
centration with Ps = 30% and 'non-self' concentration with
PN = 30% are used to form a two-element concentration
vector to characterize each e-mail of corpus PUL For corpus
Ling, two-element concentration vector is composed of 'self'
concentration with Ps = 50% and 'non-self' concentrations
with PN = 5%.).

2) Experiments wih CPSO optimization: In this part, the
selection of Ps and PN as well as parameters of a certain
classifier is considered as a dynamic optimization process
carried out by CPSO. The cost function formulated by Eq. 5
is used as the objective function for optimization, therefore
the fitness value of each particle is the classification error
measured by lO-fold cross validation on the training set.
The lower the classification error is, the better the fitness
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TABLE I

PERFORMANCES OF LINEAR DISCRIMINANT, SVM, BP NEURAL

NETWORK ON CORPUS PU1. ACCURACY, PRECISION, RECALL AND MISS

RATE ARE THE AVERAGE PERFORMANCE OF 10 INDEPENDENT TESTS

WITH EACH TEST USING A DIFFERENT PARTITION. USING Ps == 30%

AND PN == 30%, RESPECTIVELY.

Methods Ace (%) Pre (%) Rec (%) MR (%)
LD 95.45 95.74 93.75 3.23

SVM (Linear) 95.41 95.74 93.75 3.28

SVM (RBF) 96.36 97.83 93.75 1.64

BPNN 96.53 97.76 93.95 1.37

So let r be 10 for SVM with RBF kernel here. For BP neural
network, the performance difference with different number
of nodes of hidden layer is inapparent. So let the number of
nodes of hidden layer be 3.

In Eq. 6, Ps and PN are optimized in the real number
interval [0, 0.5]. PI, P2 , ... , Pm are classifier related. For
linear discriminant, there are no parameters. For BPNN, the
number of nodes of hidden layer is optimized in the integer
number interval [3,15]. For SVM with linear kernel, the
cost parameter C is optimized in the real number interval
[1,200]. For SVM with RBF kernel, the cost parameter C
and r are optimized in the real number interval [1,200]
and [1, 20]. respectively. The stop criterion, i.e. a maximum
number of generations, is set to be 200 in this study. In
addition, the number of particles in a swarm is set to be
20. 10 independent tests are conducted with each test using
a different partition. During each optimization process, as
the randomness of CPSO, the performance and obtained
Ps and PN vary slightly, therefore the average performance
of 10 independent runs are used to evaluate each test. For
comparison test of empirical concentration, each test is only
conducted once. The average performances of empirical
and optimized concentration designs on corpora PUI and
LingSpam are reported in Table I to Table IV. Ace, Pre,
Rec, MR and LD are abbreviations for accuracy, precision,
recall, miss rate and linear discriminant, respectively.

Table V and Table VI show the performances of Naive
Bayesian, Linger-V and SVM-IG on corpora PUI and Ling
reported in [1], [5], [16], [18]. Linger-V is a NN-based sys
tem for automatic e-mail classification. For Naive Bayesian,
the version of the corpus adopted in the experiments is
the original version, for Linger-V and SVM-IG, it is the
stemming version. All these results are obtained by using
10-fold validation.

For Naive Bayesian, 50 words with the highest mutual in
formation scores are selected. LINGER-V and SVM-IG uses
variance (V) and information gain (IG) as feature selection
criteria respectively and the best scoring 256 features are
chosen. It turns out that our CFC approaches are superiors to
current approaches even if only a two-element concentration
feature vector is employed.

TABLE II

PERFORMANCES OF LINEAR DISCRIMINANT, SVM, BP NEURAL

NETWORK ON CORPUS LINGSPAM. ACCURACY, PRECISION, RECALL

AND MISS RATE ARE THE AVERAGE PERFORMANCE OF 10 INDEPENDENT

TESTS WITH EACH TEST USING A DIFFERENT PARTITION. USING

Ps == 50% AND PN == 5%, RESPECTIVELY.

Methods Ace (%) Pre (%) Rec (%) MR (%)
LD 97.58 97.76 87.5 0.41

SVM (Linear) 98.96 95.92 97.92 0.83

SVM (RBF) 98.62 95.83 95.83 0.81

BPNN 98.96 97.87 95.83 0.41

TABLE V

PERFORMANCES OF NAIVE BAYESIAN (NB) (50 FEATURES), LINGER- V

(256 FEATURES) AND SVM-IG (256 FEATURES) ON CORPUS PU1,

USING 1O-FOLD CROSS VALIDATION

Methods Ace (%) Pre (%) Rec (%) MR (%)
NB 91.076 95.11 83.98 3.4

Linger-V 93.45 96.46 88.36 2.588

SVM-IG 93.18 95.7 88.4 3.1

V. CONCLUDING REMARKS

Instead of obtaining the approximately optimal concen
trations in terms of empirical tentativeness, we establish an
uniform framework for a general and systematical approach
of feature construction. A cost function which measures
the performance of classification of emails is formulated.
Consequently, by minimizing this cost function by the CPSO,
the optimal concentrations are obtained. Several classifier
including linear discriminant, back propagation neural net
works (BPNN), support vector machine (SVM) are employed
to verify the effectiveness as well as robustness of the
proposed feature construction approach. Comparisons of per
formances between concentration construction by empirical
tentativeness and by optimization are conducted on different
classifiers. Experimental results demonstrate that the perfor
mance of optimization based CFC approach outperforms that
of the CFC approach by empirical tentativeness.
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TABLE VI

PERFORMANCES OF NAIVE BAYESIAN (NB) (50 FEATURES), LINGER- V

(256 FEATURES) AND SVM-IG (256 FEATURES) ON CORPUS LING,

USING 1O-FOLD CROSS VALIDATION

Methods Ace (%) Pre (%) Rec (%) MR (%)
NB 96.408 96.85 81.10 0.539

Linger-V 98.2 95.62 93.56 0.875

SVM-IG 96.85 99 81.9 0.17
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TABLE III

PERFORMANCES OF LINEAR DISCRIMINANT, SVM, BP NEURAL NETWORK ON CORPUS PUI. ACCURACY, PRECISION, RECALL AND MISS RATEARE

THE AVERAGE PERFORMANCE OF 10 INDEPENDENT TESTS WITH EACH TEST USING A DIFFERENT PARTITION. EACH TEST IS EVALUATED BY 10

INDEPENDENT RUNS. SELF CONCENTRATIONAND NON-SELF CONCENTRATIONARE THE AVERAGE OPTIMAL CONCENTRATIONDERIVED BY CPSO

OPTIMIZATION.

Methods Ace (%) Prec (%) Rec (%) MR (%) PN (%) Ps (%)
Linear Discriminant 97.27 97.87 95.83 1.64 28.37 27.83

SVM (Linear) 98.16 97.92 97.92 1.64 28.62 27.47
SVM (RBF) 98.18 97.92 97.92 1.61 28.68 27. 53

BPNN 98.69 98.39 98.61 1.61 28.56 27.59

TABLE IV

PERFORMANCES OF LINEAR DISCRIMINANT, SVM, BP NEURAL NETWORK ON CORPUS LING. ACCURACY, PRECISION, RECALL AND MISS RATEARE

THE AVERAGE PERFORMANCE OF 10 INDEPENDENT TESTS WITH EACH TEST USING A DIFFERENT PARTITION. EACH TEST IS EVALUATED BY 10

INDEPENDENT RUNS. SELF CONCENTRATIONAND NON-SELF CONCENTRATIONARE THE AVERAGE OPTIMAL CONCENTRATIONDERIVED BY CPSO

OPTIMIZATION.

Methods Ace (%) Prec (%) Rec (%) MR (%) PN (%) Ps (%)
Linear Discriminant 98.96 97.87 95.83 0.41 47.58 4.73

SVM (Linear) 99.65 98.96 99.02 0.45 48.31 4.58
SVM (RBF) 99.53 98.74 99.32 0.52 48.14 4.65

BPNN 99.75 98.89 98.81 0.21 47.83 4.51
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