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Abstract. Stock movement prediction is an important but challenging
topic in the stock market. Previous methods mainly focus on predict-
ing up or down of one stock, ignoring the significant up and down of
the whole stock market that is more related to the final return. In this
paper, a novel framework Gated Hierarchical Encoder (GHE) is pro-
posed, which consists of two components: hierarchical feature learning
and dynamic gate. Hierarchical feature learning helps the model do pre-
diction from coarse to fine, while dynamic gate dynamically ensembles
results from different branches. Experiments show that compared with
MLP and LSTM, GHE achieves higher return on multiple stock markets,
and predicts more accurately on the significant up and down.
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1 Introduction

Financial activities play a key role in the modern economy, of which stock market
is an important part. Stock market movement prediction is conducive to better
macroeconomic strategies and monetary policies, and also conducive to more
reasonable resource allocation and less investment losses. For the reason that the
price of a stock is unpredictable [17,21], researchers mainly focus on predicting
the stock price movement.

Stock data is highly chaotic, random and noisy, making it hard to generalize
well with traditional machine learning methods, such as SVM [3] and ARIMA
[1]. Recently, due to the great success of deep neural network [9,10,19], more and
more researchers bring in the technology to stock movement prediction [8,14–
16]. Some methods [5] apply adversarial learning to enhance the robustness of
the model. Some methods [6] use multiple sources, like news data and stock time
series data, to jointly predict the movement. And some methods [11] temp to
explore the relationship between stocks. However, these methods are limited in
the one-stock-binary-classification framework, failed to warn for the significant
up and down of the stock market.
c© Springer Nature Switzerland AG 2021
Y. Tan and Y. Shi (Eds.): ICSI 2021, LNCS 12690, pp. 511–521, 2021.
https://doi.org/10.1007/978-3-030-78811-7_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-78811-7_48&domain=pdf
https://doi.org/10.1007/978-3-030-78811-7_48


512 P. Chen and Y. Tan

Feature Extractor

Hierarchical Feature Learning

Dynamic Gate 

Fig. 1. A brief description of gated hierarchical encoder.

In this paper, the gated hierarchical encoder (GHE) is proposed, with which
model is able to predict the up and down as well as the significant up and down.
Different from previous methods [5,6], GHE decomposes the task of binary
classification into multiple tasks, and splits the top of the model into multi-
ple branches. Each task is still a classification, but the number of classes is
positively correlated to the depth of the corresponding branch. Furthermore, a
dynamic gate is introduced to ensemble results for different branches according
to the stock input. Experiments on China A-shares market and U.S. stock mar-
ket demonstrate that GHE surpasses baseline methods by an obvious margin,
and is able to accurately predict the significant up and down. Ablation study
proves each part of GHE contributes to the final strong performance.

The contributions of this paper are summarized as:

– Gated hierarchical encoder is proposed to accurately predict the significant
up and down of the market.

– A dynamic gate is proposed to dynamically ensemble results from different
branches in GHE according to the stock input.

– Stock indexes are used as input rather than multiple stocks, making it easier
to explore the characteristics of the whole stock market.

2 Related Work

Stock movement prediction is a highly challenging topic for academia and indus-
try. Recently, due to the great success of deep learning, it has been possible to
extract useful information from stock data automatically for final prediction.
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Researches on stock prediction can be divided into two main directions: market-
historic-data based analysis and outside market-historic-data based analysis.

Market-historic-data based analysis deals with historical market data, such
as opening price and stock volumes. However, this kind of data is highly chaotic,
random and noisy. Simply trying to fit the data can easily cause overfitting. Adv-
ALSTM [5] introduces adversarial learning in the feature space, forcing the model
to be robust against the noise. LSTM-RGCN [11] argues that the movement of
one stock has connections with that of others. With this assumption, the authors
model the stock relation with a graph neural network, with stocks as nodes and
the relation between each other as edges. HMGTF [4] introduce the powerful
Transformer [20] that has been widely used in NLP. The method enhances the
locality, avoids redundant heads of the Transformer, and utilizes the modified
Transformer to learn hierarchical features. With the model, extremely long-term
dependencies are mined from financial time series.

Although historical market data is widely used, it is unable to reflect the
current market trend in time. Based on this observation, many researchers bring
in the outside market-historic-data and build models to predict the emotional
signals from the data. HAN [6] uses a multi-level sequence model to extract
information, and further uses an attention model to obtain the final signals
from the news. DP-LSTM [12] extracts hidden information from the news and
integrates multiple news sources through the differential privacy mechanism.
CapTE [13] effectively encodes the rich semantics and relation for a certain
stock with the powerful Transformer [20] and the capsule network [18].

Different from the methods above, this paper focuses on predicting the sig-
nificant up and down of the whole stock market, rather than the up and down of
a single stock. For this purpose, Gated Hierarchical Encoder is proposed, which
significantly outperforms MLP and LSTM on China A-shares market and U.S.
stock market.

3 Gated Hierarchical Encoder

Previous methods prefer to consider the stock market movement prediction as a
single stock binary classification problem. This brings three problems: (i) Ignor-
ing the change percentage that investors concern about. (ii) Ignoring the con-
nection between China A-shares market and overseas markets. (iii) Single stock
prediction is unable to represent the movement of the whole market. Based on
these observations, Gated Hierarchical Encoder is proposed, which is formal-
ized by three components: multi indexes data preprocessing, hierarchical feature
learning and dynamic gate for ensembling. The details of the model are shown
in Fig. 1.

3.1 Multi-indexes Data Preprocessing

Since stock indexes are able to indicate the movement of the stock market, mul-
tiple stock indexes are used as input rather than stocks. In order to introduce
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external information, stock indexes from overseas markets are also used. How-
ever, different kind of features and different markets have different scales, making
it hard to catch the key clues for prediction. Inspired by the normalization oper-
ation in computer vision [7], we normalize the indexes along the data dimension.
Assuming the training set D is consist of Nc China A-shares stock indexes exam-
ples xc

i and No overseas markets indexes examples xo
i , the normalization can be

written as
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where l ∈ {c, o}.

3.2 Hierarchical Feature Learning

Previous methods ignore the change percentage that investors concern about.
But directly predicting the change percentage is impossible because of the insuf-
ficient training data [2,17,21]. A novel framework is proposed for hierarchical
feature learning, with which model is able to do prediction from coarse to fine.

Formally, given an example xi, the feature extractor H outputs the embed-
ding of xi, after which the embedding is passed through K branches B1 . . . BK .
With deeper the layer, the branches are more complex and are able to encode
richer features. Each branch is assigned a classification task whose difficulty
depends on the depth of branch. Besides, we assume that the task at lower layer
can be solved if the task at higher layer is perfectly solved. For example, B1

temps to predict the market up or down, and BK is assigned a more complex
task, predicting if market will go significant up, slight up, slight down or signif-
icant down. Since different branches share the same feature extractor, and the
tasks between branches are highly correlative, the model is expected to learn
better with the hierarchical supervise. Defining the classification layer after Bk

as Fk, the model forward process can be defined by the following equations,

hi = H(xi), (4)

bki = Bk(hi) for k in 1 . . . K, (5)

fk
i = Fk(bki ) for k in 1 . . . K, (6)

pkij =
exp(fk

ij)∑Cls
j=1 exp(fk

ij)
for k in 1 . . . K, (7)

where pkij represents the output score of class j from branch k for xi.
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Table 1. Comparison on China A-shares market and U.S. stock market. The results
are shown as Acc/R.

Market Methods MLP LSTM Ours

China A-shares market CSI300 0.592/1.645 0.558/1.752 0.596/2.037

CSI500 0.539/1.387 0.562/1.739 0.589/2.016

CYB 0.552/2.215 0.555/2.686 0.573/2.917

SH 0.544/1.406 0.536/1.461 0.608/1.691

SH50 0.542/1.381 0.546/1.561 0.613/1.837

ZXB 0.546/1.502 0.555/2.248 0.597/2.485

U.S. stock market IXIC 0.563/1.325 0.587/1.838 0.561/2.076

SPX 0.523/0.924 0.578/1.623 0.558/1.776

3.3 Dynamic Gate for Ensembling

Due to the high correlation between tasks of branches, it is possible to ensem-
ble results from different branches to enhance the performance of the model.
Different from simply averaging the results, an ensembling gate is proposed to
dynamically decide the weight of different branches. The output of the gate is
depended on the input data, thus is more flexible and intelligent. Formally, give
hi from the feature extractor, the gate G encodes the feature and outputs K
scores, with which the output of K branches are weighted summed to get fe

i ,

wi = G(hi), (8)

fe
i =

K∑

k=1

M(fk
i ) × wk

i , (9)

peij =
exp(fe

ij)∑Cls
j=1 exp(fe

ij)
, (10)

where peij represents the dynamically ensembling score of class j for xi.

3.4 Loss Functions

Given multiple stock indexes, Gated Hierarchical Encoder outputs K results for
K tasks, and the dynamic gate further ensembles K outputs to get a better
prediction. We use cross entropy loss to guide the learning of the model. Fur-
thermore, in order to encourage different branches to be close to the ensembling
result, Kullback-Leibler divergence loss is added in all branches. The final loss
function is

L = w1 × Lcls + w2 × Lens + w3 × Lkl, (11)

where w1, w2, w3 are hyperparameters, and Lcls, Lens and Lkl are defined as

Lcls = − 1
(Nc + No) × K

Nc+No∑

i=1

K∑

k=1

yk
i log pki , (12)
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Table 2. Ablation study on CSI300 and IXIC. The results are shown as Acc/R.

Model CSI300 IXIC

LSTM 0.558/1.752 0.587/1.838

LSTM+HF 0.573/1.878 0.634/2.039

LSTM +HF + DG (Ours) 0.596/2.037 0.561/2.076

Lens = − 1
(Nc + No)

Nc+No∑

i=1

ye
i log pei , (13)

Lkl =
1

(Nc + No) × K

Nc+No∑

i=1

K∑

k=1

KL(pki ||pei ), (14)

where KL(·) represents the Kullback-Leibler divergence loss.

4 Experiments

In this section, a set of experiments are conducted to verify the ability of Gated
Hierarchical Encoder. Firstly, our method is compared with traditional methods
on multiple indexes from China A-shares market and U.S. stock market, showing
the advantages of our method. Secondly, the dynamic gate is removed from the
model for proving the effectiveness of the gate. Finally, the output of the gate is
visualized to observe how the gate ensembles branches on different indexes.

4.1 Dataset

We select 6 indexes, including CSI300, CSI500, CYB, SH, SH50 and ZXB, in
China A-shares market and 2 indexes, including IXIC and SPX, in U.S. stock
market. All data are from 2005-01-01 to 2020-12-14 and split into three parts:
training set (from 2005-01-01 to 2017-12-31), validation set (from 2018-01-01 to
2018-12-31) and test set (from 2019-01-01 to 2020-12-14). Accuracy at significant
up/down AccS and cumulative return RS of index S are defined as

AccS =
∑

i∈S I (yi = ỹi) × I(abs(chgi) > 0.5)∑
i∈S I(abs(chgi) > 0.5)

, (15)

RS =
∑

i∈S

(1 + I(yi = ỹi) × chgi), (16)

where I(.) is a indicator function that takes on a value of 1 if its augment is
true, and 0 otherwise. chgi is the change percentage of xi.

4.2 Comparisons

Gated Hierarchical Encoder is compared with MLP and LSTM to show the
strength of Gated Hierarchical Encoder. MLP consists of simple interconnected
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neurons or nodes, learning the nonlinear mapping between input and output
vectors. LSTM is a special type of recurrent neural networks which are able to
learn long-term dependencies, especially in sequence prediction problems. For
fairness, all methods use the same features as input, and are tested using the
model whose performance is the best in the validation set. Table 1 shows the
results. From Table 1, it is obvious that our method achieves the best results
in most of the indexes. The cumulative return earned by different methods in
the test set are shown in Fig. 3 and Fig. 4. Gated Hierachical Encoder is able to
predict the time of high risk or high returns, thus getting more returns on the
stock markets.

4.3 Ablation Study

To clarify the effectiveness of hierarchical feature learning and dynamic gate,
we measure the effect of (i) LSTM: Original LSTM model, (ii)LSTM + HF:
Adding hierarchical feature learning to LSTM and (iii) LSTM +HF + DG:
adding dynamic gate and hierarchical feature learning to LSTM. Experiments
are carried out on CSI300 and IXIC. As shown in Table 2, each component
improves the origin LSTM and boosts the returns by an obvious margin.

Fig. 2. Visualizations of the dynamic gate for multiple indexes.
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Fig. 3. Comparison of different methods on China A-shares market.



Gated Hierarchical Encoder 519

(a) IXIC (b) SPX

Fig. 4. Comparison of different methods on U.S. stock market.

4.4 Visualizations

Dynamic gate is designed to ensemble multiple branches with dynamic weights.
In order to show whether the gate is able to output different scores for different
indexes, we count the outputs of dynamic gate and plot the histogram as shown
in Fig. 2. For CSI300, CYB, SH and SH50, dynamic gate gives more weights
on the multiple classification branch. For the others, dynamic gate gives more
weights on the binary classification branch. Therefore, the gate is proved to have
the ability to ensemble branches according to different situations.

5 Conclusion

In this paper, Gated Hierarchical Encoder is proposed to predict the significant
up and down of the stock market. Stock indexes are used as input for the reason
that stock indexes are able to indicate the movement of stock market. Then, the
stock movement prediction are divided into multiple highly related classification
tasks via hierarchical feature learning. To further boost the performance of the
model, a dynamic gate is introduced to ensemble different results from different
branches. The ensembling weights are dynamically determined according to the
input index. Experiments on China A-shares market and U.S. stock market show
that GHE surpasses the baselines by an obvious margin.
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