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Abstract— A virus detection system (VDS) based on artificial
immune system (AIS) is proposed in this paper. VDS at first
generates the detector set from virus files in the dataset, negative
selection and clonal selection are applied to the detector set to
eliminate autoimmunity detectors and increase the diversity of
the detector set in the non-self space respectively. Two novel
hybrid distances called hamming-max and shift r bit-continuous
distance are proposed to calculate the affinity vectors of each file
using the detector set. The affinity vectors of the training set and
the testing set are used to train and test classifiers respectively.
VDS compares the detection rates using three classifiers, k-
nearest neighbor (KNN), RBF networks and SVM when the
length of detectors is 32 − 𝑏𝑖𝑡 and 64 − 𝑏𝑖𝑡. The experimental
results show that the proposed VDS has a strong detection
ability and good generalization performance.

I. INTRODUCTION

The analysis of behavior and binary data of programs are
the two main methods employed by an anomaly detection
system to recognize malicious programs.

Behavior-based methods utilize the operating system’s
application programming interface (API) sequences, system
calls or other kinds of behavior characteristics to identify the
purpose of a program [1]. These methods at first construct
profiles during the legitimate operations of the monitored
programs. During the detection process, any system call
sequence or argument that do not comply with the previously
generated ’normal’ profiles is regarded as a sign that the
system is compromised. The corresponding program will be
stopped and then classified as a malicious. The malicious
are identified when the computer are already damaged, so
many methods use a virtual environment (called sandbox)
to simulate real system environment where the unclassified
programs are running. The drawbacks of these methods
cost much time and effort to build a less-error sandbox,
but the sandbox can not simulate the same environment
as real operating system. Although these approaches have
produced promising results, they can produce high rates of
false positive errors, an issue which has yet to be resolved
[2].

Data-based methods can detect virus before they are
executed, they utilize the binary data extracted from the
program files. The traditional methods extract signatures
from virus samples [3], scanners compare these signatures
with unclassified files to determine whether they are virus.
These methods are effective in the past. As novel advanced
technologies are widely used in manufacturing new virus,
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polymorphic virus can change their signatures while spread-
ing. So it is getting harder both for experts to extract
signatures and to detect them.

This leads to some heuristic data-based methods. Among
those methods, AIS as a dynamic, adaptive, distributed
learning system are applied to many fields of science and
engineering, such as pattern recognition, fault diagnosis,
network intrusion detection and virus detection. There are
three basic models based on AIS principles: negative selec-
tion algorithm, clonal selection algorithm and the immune
network model. It has a great similarity to computer security
system. The concepts, self, non-self and so on, can be applied
to the computer security system as well. Therefore, virus
detection using AIS has paved a new way for anti-virus
research.

II. RELATED WORK

Some statistical or heuristic algorithms utilize binary data
to mine the characteristics of unclassified programs. Among
these algorithms, the self and non-self hypothesis [4] in AIS
are proposed for years. The theoretical foundations of the
distribution change detection methods [5] are verified based
on that hypothesis. A number of work have been done to
design an effective virus detection system. The algorithm
in [6] at first generates the detectors from short executable
binary sequences, then uses a NN-based classifier to dis-
criminate malicious and benign executables. This algorithm
uses five detector sets with different length of detectors and
BP network to train the classifier, so its large computational
cost and long time training time of BP network leads to weak
performance when the size of the file increases dramatically.

Aiming at building a light-weighted, limited computer
resource and early virus warning system (VDS), a novel virus
detection system on the basis of AIS was proposed in this
paper. As binary data of files are directly utilized by VDS to
generate a detector set, no sandbox or signature extraction
processed are needed.

The difficult part in building VDS is that there doesn’t
exist standard virus database available for testing and com-
paring of algorithms. So many algorithms were proposed just
based on a few specific virus, and some of them have a very
poor generalization ability. As a result, we collect as much
virus samples as possible for testing VDS using different
percentages of files in a dataset to enhance the generalization
ability for a high accuracy for new viruses.



TABLE I
THE NUMBER OF FILES IN EACH DATASET IN OUR EXPERIMENT

Training Set Testing Set
Data sets Benign Files Virus Files Benign Files Virus Files
Dataset1 71 885 213 2662
Dataset2 142 1773 142 1774
Dataset3 213 2662 71 885

III. THE PROPOSED VDS

A. Dataset

There are 284 benign files with 78𝑀𝐵 in total, and 3547
virus files with 7.8𝑀𝐵 in the data set (DS). Another data
set contains 208 benign files is used for negative selection,
totally 189𝑀𝐵. All the benign files are system files or well-
known programs with extensions .exe.

The DS is randomly divided into different percentages of
training set and testing set as shown in table I, there is no
overlap in the two sets.

B. Sliding window

Bit slices in a fixed length 𝐿 − 𝑏𝑖𝑡 (binary data frag-
ments) 𝑥𝑓

𝑗 are extracted from each file using a sliding
window. The set of 𝑥𝑓

𝑗 of file 𝑙 is represented by 𝐷𝐹𝑙 =

{𝑥𝑓
0 , 𝑥

𝑓
1 , ..., 𝑥

𝑓
𝑛−1}, ∣𝐷𝐹𝑙∣ = 𝑛𝑓 , ∣𝑥𝑓

𝑗 ∣ = 𝐿. Two neighboring
fragments have an overlap of [𝐿/2] bits. If the size of the file
𝑙 is 𝑁 , ∣𝐷𝐹𝑙∣ = 2𝑁/𝐿. 𝐷𝐹𝑙 is the all information utilized
by VDS. The process of extracting data fragments from a
binary file is shown in Fig. 1.

0x 752A BD89 39AC 88FEBinary fi le:
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d( j+1)=BD8939AC

Fig. 1. The process of extracting data fragments, ∣𝑥𝑓
𝑗 ∣ = 𝐿 = 32 bits.

In the hypothesis of immune system, antibody T-cells
detect antigens using the information of protein portions on
the surface of antigen [7] [8]. In VDS, 𝑥𝑓

𝑗 is corresponding
to the protein portions of an antigen, an entire program file
is regarded as an antigen.

C. Negative selection

In AIS, as the T-cells mature in the thymus, they undergo
a censoring process called negative selection, in which those
T-cells that bind self cells are destroyed [9] [10]. After
censoring, T-lymphocytes that do not bind self are released
to the rest of the body and provide a basis for our immune
protection against foreign antigens. This mechanism in the
immune system is very robust because of its distribution
nature and high efficiency.
𝐷𝑇𝐼 is the data fragment set extracted from virus files

in the training set, it contains immature detectors which will
undergo negative selection and clonal selection before they

are used to detect virus. Since most viruses insert or append
themselves to benign files, 𝐷𝑇𝐼 contains both benign and
virus data fragments which will lead to false positive during
detection. The purpose of the negative selection is to remove
𝑥𝑓
𝑗 appears both in 𝐷𝑇𝐼 and benign files, only virus-special

data fragments are left in 𝐷𝑇𝐼 . The process of negative
selection is shown in Fig. 2.
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Fig. 2. Negative selection process

D. Clonal selection

The clonal selection algorithm is used by AIS to define
the basic features of an immune response to an antigenic
stimulus [11] [12]. It establishes the idea that only those cells
that recognize the antigens are selected to proliferate. The
selected cells are subject to an affinity maturation process,
which improves their affinity to the selective antigens.

Clonal selection is used to increase the diversity of 𝐷𝑇𝐼
in the non-self space, new detectors are generated from data
fragments in 𝐷𝑇𝐼 . The newly generated detectors would
not only cover as much non-self space as possible but
also enhance the ability of detecting unknown viruses. The
number of clones generated is given by:

∣𝐶(𝑥𝑡
𝑖)∣ =

𝛼

𝐹𝑥𝑡
𝑖

, (1)

where 𝛼 is the coefficient of clone selection, usually 𝛼 = 10.
𝑥𝑡
𝑖 represents a single detector in 𝐷𝑇𝐼 and 𝐹𝑥𝑡

𝑖
is the

occurrence frequency of 𝑥𝑡
𝑖, 𝐶(𝑥𝑡

𝑖) is number of clones
generated by 𝑥𝑡

𝑖.
Traditional AIS mutation methods are used in clonal

selection, at most 5 bits of 𝑥𝑡
𝑖 are randomly changed to

generate new detectors. The lower 𝐹𝑥𝑡
𝑖

is, the higher mutation
rate will be taken.

E. Distances

After negative selection and clonal selection are applied
to 𝐷𝑇𝐼 , the detectors in 𝐷𝑇𝐼 are matured, so it can be
used as the detector set 𝐷𝑇 to detect virus. In VDS, the
affinity value reflects the similarity between a data fragment
from an unknown file and the virus. To calculate the affinity
values between 𝑥𝑓

𝑗 in 𝐷𝐹𝑙 of file 𝑙 and 𝑥𝑡
𝑖 in 𝐷𝑇 , two

novel distances and shift operator introduced to efficiently



detect short non-continuous but virus-special assemble code
instructions.

1) Hamming-max distance: Hamming distance [13] plus
cyclic shift operator(called hamming-max distance) is used
to find the best matching position between 𝑥𝑓

𝑗 𝜖𝐷𝐹𝑙 and
𝑥𝑡
𝑖𝜖𝐷𝑇𝐼 during the matching process. Hamming-max dis-

tance can be evaluated by the following equation:

𝐻𝑀(𝑥𝑡
𝑖, 𝑥

𝑓
𝑗 ) = 𝑚𝑎𝑥{𝐻𝐷(𝑥𝑡

𝑖′ , 𝑥
𝑓
𝑗 )}, (2)

where 𝐻𝑀(𝑥𝑡
𝑖, 𝑥

𝑓
𝑗 ) and 𝐻𝐷(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 ) are the hamming-max

and hamming distance between 𝑥𝑡
𝑖 and 𝑥𝑓

𝑗 respectively.
𝑥𝑡
𝑖′𝜖{𝑆(𝑥𝑡

𝑖, 0, 𝑙𝑒𝑓𝑡), 𝑆(𝑥𝑡
𝑖, 1, 𝑙𝑒𝑓𝑡), ..., 𝑆(𝑥𝑡

𝑖, 𝐿 − 1, 𝑙𝑒𝑓𝑡)},
∣𝑥𝑡

𝑖′ ∣ = 𝐿, 𝑆(𝑥𝑡
𝑖, 𝑘, 𝑙𝑒𝑓𝑡) means left cyclic shift 𝑥𝑡

𝑖 𝑘 bits.
Hamming-max distance can avoid the influence of bits

mismatching to enhance the ability of matching exactly the
virus-special instructions.

2) Shift r-continuous bit distance: R-continuous bit dis-
tance [14] [15] is widely used in binary string matching.
If two strings contain the same substring with the length
of 𝑟, they are matched. Shift r-continuous bit distance is
aimed to detect shorter serial assemble instructions which
appear rarely in benign programs. It is a supplement to the
hamming-max distance. The shift r-continuous bit distance
𝑆𝑅(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 , 𝑟) between 𝑥𝑡

𝑖 and 𝑥𝑓
𝑗 can be evaluated by the

following equation:

𝑆𝑅(𝑥𝑡
𝑖, 𝑥

𝑓
𝑗 , 𝑟) = 𝑚𝑎𝑥{𝑅(𝑥𝑡

𝑖′ , 𝑥
𝑓
𝑗 , 𝑟)}, (3)

where 𝑅(𝑥𝑡
𝑖′ , 𝑥

𝑓
𝑗 , 𝑟) is the r-continuous bit

distance with the length of matching 𝑟 bits. 𝑥𝑡
𝑖′𝜖

{𝑆(𝑥𝑡
𝑖, 0, 𝑙𝑒𝑓𝑡), 𝑆(𝑥

𝑡
𝑖, 8, 𝑙𝑒𝑓𝑡), ..., 𝑆(𝑥

𝑡
𝑖, 𝐿 − 8, 𝑙𝑒𝑓𝑡)}.

The lengths of assemble instructions vary from 8 to 64
bits and shorter instructions appears more frequently than
longer ones in most cases, so the VDS select 𝑟 = 12-𝑏𝑖𝑡
and 𝑟 = 24-𝑏𝑖𝑡 repectively. The length of shift used by
shift operator is 8-𝑏𝑖𝑡 long, it is the minimum length of an
assemble instruction.

F. Affinity vector

Based on the “immune ball” theory, an antibody has its
limited detection space, antigens in that space has closer
distance to it than to other antibodies. In VDS, detectors
having the identical last ∣𝐾∣ bits (𝐾 is called the index bits)
to data fragment 𝑥𝑓

𝑗 are assumed to be neighbors in the
detection space of 𝑥𝑓

𝑗 . 𝐷𝑇𝑆𝑥𝑓
𝑗

represents the sub detector

set of 𝐷𝑇 , the danger level of 𝑥𝑓
𝑗 can be calculated by the

following equation:

𝐷𝐿(𝑥𝑓
𝑗 ) =

∑𝑛𝑓

𝑖=0⟨𝐻𝑀(𝑥𝑡
𝑖, 𝑥

𝑓
𝑗 ), 𝑆𝑅(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 , 12), 𝑆𝑅(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 , 24)⟩

𝑛𝑓
,

(4)
where 𝑥𝑡

𝑖𝜖𝐷𝑇𝑆𝑥𝑓
𝑗

, detectors in 𝐷𝑇𝑆𝑥𝑓
𝑗

have identical ∣𝐾∣
bits with 𝑥𝑓

𝑗 . 𝐷𝐿(𝑥𝑓
𝑗 ) is the danger level of 𝑥𝑓

𝑗 in 𝐷𝐹𝑙 of
file 𝑙, ∣𝐷𝐹𝑙∣ = 𝑛𝑓 .

The average affinity value of 𝑥𝑓
𝑗 in 𝐷𝐹𝑙 is the dangerous

level of file 𝑙. It can be obtained by the following equation:

𝑣𝑙 =

∑𝑛𝑓

𝑗=0 𝐷𝐿(𝑥𝑓
𝑗 )

𝑛𝑓
, ∣𝐷𝐹𝑙∣ = 𝑛𝑓 , (5)

where 𝑣𝑙 is the affinity vector of file 𝑙, it reflects the
dangerous level of file 𝑙 from three different distances. The
higher 𝑣𝑙 is, the more likely file 𝑙 is a virus.

The calculation process of the dangerous level of 𝑓𝑖𝑙𝑒𝑙 is
illustrated as follows.

1. Extract the data fragment set 𝐷𝐹𝑙 from file 𝑙, it is a
multi-set because some data fragments may have the same
value. 𝑥𝑓

𝑗 𝜖𝐷𝐹𝑙, ∣𝑥𝑓
𝑗 ∣ = 𝐿 bits;

2. Calculate 𝑣𝑙 using distances described in III-E. The
pseudo code is shown in Algorithm 1.

Algorithm 1 Calculation of 𝑣𝑙
𝑣𝑙 = 0;
for every 𝑥𝑓

𝑗 in 𝐷𝐹𝑙 do
𝑣𝑙

′ = 0;
if 𝐷𝑇𝑆

𝑥
𝑓
𝑗

is empty then
Continue;

end if
for every 𝑥𝑡

𝑖 in 𝐷𝑇𝑆
𝑥
𝑓
𝑗

do
𝑣𝑙

′ + =
⟨𝐻𝑀(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 ), 𝑆𝑅(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 , 12), 𝑆𝑅(𝑥𝑡

𝑖, 𝑥
𝑓
𝑗 , 24)⟩;

end for
𝑣𝑙 + = 𝑣𝑙

′
∣𝐷𝑇𝑆

𝑥
𝑓
𝑗

∣;

end for
𝑣𝑙 ∖ = ∣𝐷𝐹𝑙∣;

If 𝐷𝑇𝑆𝑥𝑓
𝑗

is empty, 0 is signed to 𝑥𝑓
𝑗 . The last part of

Algorithm 1 is a normalization process.

G. Training classifiers with affinity vectors

Three classifiers, RBF network, SVM [16] [17] with a
radial basis kernel function(rbf-SVM) and KNN, are used to
detect the viruses in the testing set for comparison. They are
trained with affinity vectors of files in training set evaluated
in III-F. The entire process of the VDS is shown in Fig. 3.

IV. EXPERIMENTS

A. Length of data fragment

The length of data fragments 𝐿 is critical to VDS. If 𝐿
is too short, the 𝑑𝑓𝑗 can not contain enough virus-special
information for detecting, the space 2𝐿 is too small to
discriminate self and non-self; if 𝐿 is too long, the space
2𝐿 is too large that every 𝑥𝑓

𝑗 is rare in the space and 𝑥𝑓
𝑗

contains too much information that makes virus-special data
hidden in 𝐷𝐹𝑙. In each condition above, the generalization
ability of the VDS will be limited.

As the length of a single assemble code instruction varies
from 1 byte to 7 bytes, 𝐿 is not necessary bigger than 64-bit
to contain at least one entire instruction. So the experiments
choose 𝐿 = 64-bit and 𝐿 = 32-bit. The overlap of 𝑥𝑓

𝑗 is
always 𝐿

2 .



Fig. 3. The process of VDS. (a) Extract data fragments 𝐷𝐹𝑙 from virus
files in the dataset, apply negative selection and clonal selection to 𝐷𝑇𝐼 to
form the detector set 𝐷𝑇 . (b) Use 𝐷𝑇 to calculate the dangerous level of
all files 𝑣𝑙 in the dataset. (c) Train classifiers using 𝑣𝑙 in the training set.
(d) Classify 𝑣𝑙 in the testing set.

TABLE II
THE AVERAGE DETECTION RATE OF SVM WHEN 𝐿 = 32 AND 𝐿 = 64,

THE FILES ARE RANDOMLY SELECTED FROM THE DATASET

Detection Rates 𝐿 = 32 𝐿 = 64
Database Virus Benign Files Virus Benign Files

Data Training Set 99.55% 97.18% 100% 97.18%
Set1 Testing Set 91.28% 99.06% 84.44% 99.53%
Data Training Set 99.38% 98.59% 100% 97.18%
Set2 Testing Set 92.45% 98.59% 89.06% 97.89%
Data Training Set 99.21% 99.06% 100% 99.53%
Set3 Testing Set 93.46% 95.77% 89.06% 97.18%

B. Results

The detection rates using SVM classifier with different
length of 𝐿 are shown in table II. It shows similar per-
formance on all the data sets. 32-bit detectors have better
accuracy and generalization ability in detecting virus in the
testing sets. So 32 − 𝑏𝑖𝑡 data fragments contain enough
virus characteristics information for detection, and 64 − 𝑏𝑖𝑡
data fragments contain too much benign codes, reducing the
thickness of virus information.

The comparison experimental results are shown in Fig. 4
and Fig. 5.

Figure 4 and 5 shows that RBF network has better
performance than SVM and KNN except on virus files in
testing set. But it has weaker generalization ability especially
when the training data is small, even though it has the highest
detection rate on all other data sets. KNN and SVM have
nearly the same detection rates when 𝐿 = 32 bits and SVM
has better performance than KNN when 𝐿 = 64, as the
training data become larger, the performance of KNN drops
down significantly, but the detection rate of SVM is stable.

The VDS achieves high accuracy in detecting known and
unknown virus especially in data set1 that the percentage
of training set is 25%. But as Figure 4 and 5 shows, their
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Fig. 4. The average detection rate of SVM, KNN and rbf network when
𝐿 = 32, the files are randomly selected from the dataset

detection rates of benign files in testing set decrease as the
number of virus files in training set increases, because some
virus files contain amount of benign codes which reduce
the thickness of virus information in detector set 𝐷𝑇 . So
additional benign files are used in negative selection to
remove benign information in 𝐷𝑇 . The results also show
that the detection rate of virus files in testing set increase
as the number of virus files increase in training set. In the
dataset, the size of benign files is much larger than that of
virus files, it is a general situation in the computer software
environment. As the size of files in the dataset grows larger,
the decreasing part and increasing part neutralize each other,



the detection rate stays at a stable point. One of our future
work is focusing on how to raise this stable point.
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Fig. 5. The average detection rate of SVM, KNN and rbf network when
𝐿 = 64, the files are randomly selected from the dataset

V. CONCLUSIONS

Inspired by the negative selection and clonal selection
algorithms in AIS, the VDS is proposed for virus detection
in this paper. Experimental results showed that the VDS
with the rbf-SVM classifier has a strong generalization
ability in detecting unknown virus with low false positive
rate. 64-bit detectors have better performance than 32-bit
detectors to the virus files in training set, but 32-bit detectors
have better performance on virus file in the test set. The

discrimination error often happens when the size of a file
is too small, because of little information utilized by VDS.
As the correlation information between data fragments in
these files does not completely used, our future work will
focus on introducing a proper correlation value between data
fragments into VDS to reduce the false positive rate further.
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