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Abstract—In this paper, a novel orienting mutation operator is
designed to improve the performance of the fireworks algorithm,
which is a recently proposed swarm intelligence algorithm for
optimization. For each firework, the orienting mutation operator
creates a new promising solution by adding to the firework a
proper step size towards the local minimal point. By making use
of the ready-made information of the optimization function, the
orienting mutation operator enhances the local search ability of
the algorithm. Its principles are analyzed and its effect is tested
experimentally to show that it is a significant improvement.

I. INTRODUCTION

The fireworks algorithm (FWA) [1] is a newly proposed
swarm intelligence algorithm for optimization problems. It has
proven to be a very competitive algorithm in optimization and
other applications. [2]–[20].

There are three main operators in FWA: explosion, muta-
tion and selection. Many research works have been conducted
in order to improve these operators. However, with more
and more studies on the mutation operator, its contribution
is revealed to be not as much as it’s designed and expected to
be, especially since the performance of the algorithm has been
greatly improved [16].

So far, there have been three kinds of mutation operators
proposed in FWA and its variants. In the conventional FWA
[1], a Gaussian mutation operator was adopted for the first
time. Then in the enhanced fireworks algorithm (EFWA)
[10], the Gaussian mutation operator in FWA was thoroughly
analyzed and modified to conquer its drawbacks. But in a most
recent version of FWA—dynamic search fireworks algorithm
(dynFWA) [16], the new Gaussian mutation operator was also
regarded as not effective and was thus removed. Besides, in
[20], the authors adopted another kind of mutation operator
called differential mutation in EFWA. However, the framework
used in [20] was totally different from that of the conventional
FWA, and it’s more a hybrid algorithm of differential evolution
and FWA than an improvement of FWA itself, so it will not
be discussed in this paper.

Despite the fact that previous mutation operators are not
satisfying in the state-of-the-art FWA versions, the initial idea
of introducing a mutation operator to increase the diversity of
the population is believed to be reasonable and necessary. In
FWA, the individuals are all sampled within a certain range
around the fireworks, so the diversity of the population is very
limited without mutation.

The reasons why the previous mutation operators in FWAs
gradually lose their effect with the algorithm developing are
various, but they have two common drawbacks in their design:

1) they don’t make full use of the information provided by
other operators in the algorithm and 2) they have no clear
purpose, other than improving the diversity. In this paper, a
new kind of orienting mutation (OM) operator is designed
for further developments of FWA. The OM operator uses
the information provided by the explosion operator to learn
an accurate direction and a proper step size and adds very
promising solutions to the population to improve the diversity
and quality. Through analyzing its principles theoretically, it’s
proved that the direction of the OM operator is close to
the direction of the minus gradient and its step size adjusts
itself according to the distance from the local minimal point.
Experimental results verified that the new operator helps the
algorithm to conduct local search and significantly improves
the overall performance of dynFWA.

The rest of this paper is organized as follows: The frame-
work of FWA and the operators used in dynFWA are intro-
duced in Section II and III respectively. The analyses of the
previous mutation operators in FWA and its variants are given
in Section IV. The orienting mutation operator is proposed and
analyzed theoretically in Section V. Experimental results are
presented in Section VI. Finally, Section VII concludes the
paper.

II. GENERAL FRAMEWORK OF FWA

Assume without loss of generality that the algorithm is
dealing with a minimization problem:

min
x

𝑓(x), (1)

where x is a vector in the 𝑑 dimensional Euclidean space. That
is, a solution with smaller evaluation value (fitness value) is
better.

Like other evolutionary algorithms, FWA searches in the
feasible space for better solutions by keeping the iteration of
generating and selection. It consists of four main steps:

1) Initialization:
Set the constant parameters and initialize the fire-
works randomly in the feasible space.

2) Explosion:
Each firework ”explodes” and generates a certain
number of explosion sparks within a certain range
(explosion amplitude), which is the key step in the
algorithm. The numbers of explosion sparks and
the explosion amplitudes are calculated according to
the qualities of the fireworks. The principle of the
calculation is to make the better fireworks explode in
smaller ranges and generate more sparks in order to
conduct local search and the worse fireworks explode
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in larger ranges and generate less sparks to conduct
global search.

3) Mutation:
Some mutation sparks are generated to increase the
diversity of the population. This step was eliminated
in dynFWA.

4) Selection:
Fireworks of the new generation are selected from the
candidates including the current fireworks, explosion
sparks and mutation sparks.

Besides, if the optimization problem is constrained, there
is a mapping operator to map the out-of-bound sparks back
into the feasible space. But the mapping operator is not to be
discussed in this paper.

III. DYNAMIC SEARCH FWA

In the following, we will give the explosion and selection
operators of dynFWA in detail, as the mutation operator will
be discussed in Section IV.

For each firework X𝑖, its explosion sparks’ number is
calculated as follows:

𝜆𝑖 = 𝜆̂ ⋅
max

𝑗
(𝑓(X𝑗))− 𝑓(X𝑖)∑

𝑗

(max
𝑗

(𝑓(X𝑗))− 𝑓(X𝑗))
, (2)

where 𝜆̂ is a constant parameter controlling the general number
of sparks, which can be approximately seen as the total number
of explosion sparks in each generation. Moreover, in order to
avoid the overwhelming effects of good fireworks, the number
is bounded by:

𝜆𝑖 =

⎧⎨
⎩

round(𝛼𝜆̂) 𝜆𝑖 < 𝛼𝜆̂

round(𝛽𝜆̂) 𝜆𝑖 > 𝛽𝜆̂
round(𝜆𝑖) otherwise

, (3)

where round(𝑥) is the closest integer to 𝑥, 𝛼 and 𝛽 are two
constant parameters controlling the lower and upper bounds of
the sparks’ number respectively.

It’s obvious that, the smaller (better) the firework’s fitness
value is, the more sparks it can generate, and vice versa.

In each generation, the firework with the best fitness is
called the core firework (CF):

XCF = argmin
X𝑖

(𝑓(X𝑖)). (4)

In dynFWA, the other fireworks’ explosion amplitudes are
calculated just as in the previous versions of FWA:

𝐴𝑖 = 𝐴 ⋅ 𝑓(X𝑖)− 𝑓(XCF)∑
𝑗

(𝑓(X𝑗)− 𝑓(XCF))
, (5)

where 𝐴 is a constant parameter controlling the amplitudes
generally. That is, the better (smaller) the firework’s fitness
value is, the smaller its explosion amplitude is.

But for the CF, its explosion amplitude is adjusted accord-
ing to the search results in the last generation.

𝐴CF(𝑡) =

{
𝐴CF(1) 𝑡 = 1

𝐶𝑟𝐴CF(𝑡− 1) 𝑓(XCF(𝑡)) = 𝑓(XCF(𝑡− 1))
𝐶𝑎𝐴CF(𝑡− 1) 𝑓(XCF(𝑡)) < 𝑓(XCF(𝑡− 1))

,

(6)

where 𝐴CF(𝑡) is the explosion amplitude of the CF in gener-
ation 𝑡. In the first generation, the CF is the best among all
the randomly initialized fireworks, and its amplitude is preset
to a constant number which is usually the diameter of the
feasible space. After that, if in generation 𝑡− 1, the algorithm
found a better solution than the best in generation 𝑡 − 2, the
amplitude of CF will be multiplied by an amplification coef-
ficient 𝐶𝑎 > 1, otherwise it will be multiplied by a reduction
coefficient 𝐶𝑟 < 1. Readers may be confused with the right
hand conditions in (6) as the selection operator has not been
introduced yet, so it should be noted here that the best solution
in generation 𝑡−1 is always kept in generation 𝑡 as the CF. The
main idea of this dynamic explosion amplitude is described as
follows: if in one generation no better solution is found, that
means the amplitude is too big (radical) and thus need to be
reduced to increase the probability of finding a better solution,
and otherwise it may be too small (conservative) and cannot
make the largest progress and thus need to be amplified. By the
dynamic control, the algorithm can keep the amplitude within
a relatively proper range.

Algorithm 1 shows how the sparks are generated for each
firework. For each firework, its sparks are generated with a

Algorithm 1 Generating sparks for X𝑖

Require: Firework’s location X𝑖, Explosion amplitude 𝐴𝑖 and
the number of explosion sparks 𝜆𝑖

1: for 𝑗 = 1 to 𝜆𝑖 do
2: for each dimension 𝑘 = 1, 2, ...𝑑 do
3: sample 𝜅 from 𝒰(0, 1)
4: if 𝜅 < 0.5 then
5: sample 𝜂 from 𝒰(−1, 1)

6: s
(𝑘)
𝑖𝑗 ← X𝑖

(𝑘) + 𝜂 ⋅𝐴𝑖

7: else
8: s

(𝑘)
𝑖𝑗 ← X𝑖

(𝑘)

9: end if
10: end for
11: end for
12: return all the s𝑖𝑗

uniform distribution within a hypercube around the firework.
Inspired from the mutation rate in genetic algorithm (GA),
only about half of the sparks’ dimensions are different from
the firework.

The selection operator used in dynFWA is called Elitism-
Random Selection. To select the fireworks for the next gen-
eration, the best individual in the population (including the
current fireworks, explosion sparks and mutation sparks) is
firstly selected (as CF), while the rest of fireworks are selected
uniformly randomly from the rest of the candidates.

In summary, Algorithm 2 is the general framework of
dynamic search Fireworks Algorithm. Again, the mutation
operator is removed.

IV. ANALYSIS OF THE MUTATION OPERATORS IN FWAS

There are two kinds of mutation operators proposed in
FWA and EFWA. They are both referred to as Gaussian muta-
tion (GM). In the conventional fireworks algorithm (FWA) [1],
the Gaussian Mutation was designed to increase the diversity



Algorithm 2 Dynamic Search Fireworks Algorithm

1: randomly initialize 𝜇 fireworks in the potential space
2: evaluate the fireworks’ fitness
3: repeat
4: calculate 𝜆𝑖 according to Eq.(2) and Eq.(3)
5: calculate 𝐴𝑖 according to Eq.(5) and Eq.(6)
6: for each firework, generate 𝜆𝑖 sparks within amplitude

𝐴𝑖 according to Algorithm 1
7: generate mutation sparks
8: evaluate all the sparks’ fitness
9: keep the best individual as a firework

10: randomly choose other 𝜇− 1 fireworks among the rest
of individuals

11: until termination criteria is met
12: return the best individual and its fitness

of the population. Later in the Enhanced Fireworks Algorithm
(EFWA) [10], the authors claimed that the Gaussian mutation
operator in FWA was unreasonably designed and misleading,
so they modified it and proposed a new version of Gaussian
mutation in EFWA.

Algorithm 3 shows how the GM sparks are generated in
FWA.1

Algorithm 3 Generating GM Sparks in FWA

Require: The number of GM sparks 𝜔 and fireworks’ loca-
tions

1: for 𝑗 ← 1 to 𝜔 do
2: randomly select a firework X𝑖

3: randomly generate a natural number 𝑛 < 𝑑
4: randomly generate a 𝑑 dimensional 0-1 vector v with 𝑛

ones
5: sample 𝜂 from 𝒩 (1, 1)
6: for each dimension 𝑘 = 1, 2, ...𝑑 do
7: if v𝑘 == 1 then
8: M𝑗

(𝑘) ← 𝜂X
(𝑘)
𝑖

9: else
10: M𝑗

(𝑘) ← X𝑖
(𝑘)

11: end if
12: end for
13: end for
14: return all the M𝑗

From Algorithm 3, we can see that the GM operator in
FWA generates sparks along the direction from the firework
toward the origin, which is not reasonable because in terms
of a black-box optimization problem, there is nothing special
about the origin. In the original paper of FWA [1], this
GM operator works well (maybe too well) because all the
benchmark functions’ minimal points in the paper are located
near the origin.

Algorithm 4 shows how the GM sparks are generated in
EFWA.

1Readers should note that the dimension selection mechanism in FWA is
slightly different from that of EFWA. Actually this is an unintentional error of
EFWA for the authors wrongly thought these two ways are equivalent. It is just
a detail in the algorithm, but it does have some influence on the performance.
For more details, please refer to [21].

Algorithm 4 Generating the GM Sparks in EFWA

Require: The number of GM sparks 𝜔 and fireworks’ loca-
tions

1: for 𝑗 ← 1 to 𝜔 do
2: randomly select a firework X𝑖

3: sample 𝜂 from 𝒩 (0, 1)
4: for each dimension 𝑘 = 1, 2, ...𝑑 do
5: sample 𝜅 from 𝒰(0, 1)
6: if 𝜅 < 0.5 then
7: M𝑗

(𝑘) ← X𝑖
(𝑘) + 𝜂 ⋅ (X(𝑘)

CF −X𝑖
(𝑘))

8: else
9: M𝑗

(𝑘) ← X𝑖
(𝑘)

10: end if
11: end for
12: end for
13: return all the M𝑗

In EFWA, the GM operator is different, where the spark
is located on the line between the firework and the CF. It is
far more reasonable than that of FWA, because the location of
the CF means the best location found by the algorithm so far.
However, the authors didn’t study how much such an operator
contributes to the algorithm. In [16], the authors made an
experiment on the CEC2013 benchmark suite [22] consisting
of 28 functions, and it turned out that EFWA without GM
operator performs better than EFWA on 16 functions. As for
dynFWA, there is almost no difference in performance after
eliminating the GM operator.

In summary, both of the mutation operators in FWA vari-
ants lack a reasonable and clear target or purpose. In addition,
in both of the mutation operators, the abundant information
generated by the algorithm is not made use of.

In FWA, all the explosion sparks are generated in the neigh-
bourhoods of the fireworks, so the diversity of the population is
very limited, especially for the fireworks with small explosion
amplitudes. A more reasonable and efficient mutation operator
is necessary, but so far, neither of the mutation operators
in FWA and EFWA is satisfying. Eliminating it is easy, but
inventing another is not.

V. ORIENTING MUTATION OPERATOR

When a number of explosion sparks are generated by
a firework, their evaluation values are of much information
about the local area of the evaluation function. It’s regretful
that they were not made full use of in the previous versions
of FWA. In this section, on the contrary, we are going to
propose an orienting mutation (OM) operator for enhancing
the local search capability and diversity of FWA by making
full use of these information. For each firework, the OM
operator generates an orienting mutation spark through shifting
the firework by a direction towards the local optimal point.
Actually, in the OM operator, two things are to be learned from
these sparks: the estimator of the (minus) gradient’s direction,
which is the main reason why it is called orienting mutation
operator, and a proper step size.



A. Principle

The position of the OM spark M𝑖 for firework X𝑖 is
determined by Algorithm 5.

Algorithm 5 Generating Orienting Mutation Sparks for X𝑖

Require: X𝑖, s𝑖𝑗 ,𝑓(s𝑖𝑗),𝜆𝑖 and a parameter 𝜎
1: sort the sparks by their fitness values 𝑓(s𝑖𝑗) in the ascend-

ing order

2: Δ𝑖 ← 1
𝜎𝜆𝑖

(
𝜎𝜆𝑖∑
𝑗=1

s𝑖𝑗 −
𝜆𝑖∑

𝑗=𝜆𝑖−𝜎𝜆𝑖+1

s𝑖𝑗)

3: M𝑖 ← X𝑖 +Δ𝑖

4: return M𝑖

Notes:

1) If 𝜎𝜆𝑖 is not an integer, use ⌈𝜎𝜆𝑖⌉ instead2.
2) Unlike other mutation operators (in Section IV), there

is no dimension selection mechanism in OM, because
it will make the direction unreasonable.

3) Actually in line 1, it’s not necessary to sort all
the explosion sparks. Only the top and bottom 𝜎𝜆
explosion sparks are needed, especially when 𝜆 is
very large.

4) For each firework, it generates only one OM spark,
which means the total number of mutation sparks is
equal to the number of fireworks and is no longer a
free parameter.

5) For each firework, the algorithm only requires its
own sparks, because only neighbourhood sparks can
reflect the property of the evaluation function locally.

In Algorithm 5, Δ𝑖 is the difference between the top 𝜎
of the sparks’ mean location and the bottom 𝜎 of the sparks’
mean location. It is expected that the direction of Δ𝑖 is a
direction from a bad location to a good location, and is close
to the direction of the minus gradient (at which the evaluation
function decreases fastest) at X𝑖. In the OM operator, the
firework not only walks towards the good sparks, but also learn
lessons from the bad sparks and walks backwards them.

Why don’t we just use the best explosion spark and the
worst explosion spark?

Firstly, it’s expected that by using the best and worst
populations, their unrelated values will be cancelled out. Most
of the dimensions of the best explosion spark are good, but the
rest of them are not, which means to learn from the sole best
individual is to learn both the good and bad parts of it. While,
learning from the good population is another thing, as long
as the algorithm learns the common qualities of them. Except
for their common qualities, the other information of them are
not related to their good behaviors, and can be regarded as
random noises to be cancelled out. This also holds for the bad
explosion sparks. In the following of this section, we will show
that by using the information of the population, the learned
direction will be more stable and accurate.

The second main concern is the step size. If the local
minimal point of the evaluation function is out of the explosion
amplitude of the firework, we wish to create a mutation spark

2⌈𝑥⌉ is the smallest integer larger than 𝑥.

which can lead the firework and accelerate the search process.
While if the local minimal point is already within the explosion
amplitude, we don’t want the step size to be too long and
can not contribute to the search. So, the step size should be
adjustable, according to the distance from the local minimal
point. In the following in this section, we will also show that
by using the information of the population, the step size does
change with the distance automatically.

B. Accuracy of the Direction

For the convenience of our discussion, the dimension
selection mechanism (line 3,4,7,8 and 9 in Algorithm 1) is
not considered in the following of this section. The dimension
selection mechanism has influences on the performance of
FWAs, but it won’t change the following essential propositions.

Assume3 𝑓(x) = 𝑥2
1, and the algorithm only adopts one

firework X (thus the subscript 𝑖 is omitted) with X(1) > 0.
That is, at the firework’s location, the evaluation function
is most sensitive on direction [−1, 0, 0, . . .]T (i.e., the minus
gradient), and is completely unsensitive on direction [0, . . .]T.
While on other directions, for example [−1,−1, . . .]T, it’s
partially sensitive.

As shown in Fig.1, the OM sparks are always located
near the direction of [−1, 0, 0, . . .]T, which is the direction of
gradient. The noises are cancelled out, but the useful direction
is reserved. The noises on these dimensions cancel each other
out and make the Δ more close to the real gradient. Actually
this is an application and example of the law of large numbers
[23]. Only with the information of the population can the
algorithm get an accurate direction.

Fig. 1: X(1) = 20, 𝐴 = 10, repeated 100 times for each set
of parameters, the OM sparks are always located near the

X(1)-axis. The larger 𝜎𝜆, the more concentrated.

Now we take a closer look at how long Δ will be at the
most sensitive direction. There are two cases: X(1) > 𝐴 > 0
or 𝐴 > X(1) > 0.

C. Moving Stage

When the local minimum is out of the explosion amplitude
of the firework, the search stage is called the moving stage.
At this stage, we want the OM operator to explore at the
promising direction and accelerate the search process.

3Here 𝑥1 means the first dimension of x. While for the notations in the
algorithms, such as X and Δ, the subscript is the index of the firework, and
the subscript with parentheses is the index of dimension.



Actually, the good and bad sparks are separate, so their dis-
tance, namely the step size of the orienting mutation, is long.
So the OM spark does help to accelerate the moving process
by exploring the promising direction. When the firework is still
walking towards the local minimum point, Δ will be long and
the OM spark will be most probably located in the front of
the explosion sparks and lead the population towards the local
minimum and thus accelerate the moving process, as shown
in Fig. 2.

Fig. 2: OM at Moving Stage

D. Fine-tuning Stage

When the local minimum is already within the explosion
amplitude of the firework, the search stage is called the fine-
tuning stage. At this stage, it’s ideal if the step size of the
mutation spark gradually decrease and meanwhile the direction
is still kept accurate to search more precisely together with
other explosion sparks. And this is exactly what it does at this
stage.

If 𝐴 > X(1) > 0, it’s obvious that Δ(1) is not as long as
in the former case, because 1) the best sparks are not located
near an end of the amplitude and 2) the worst sparks may be
located near both ends and thus cancel each other out. Actually
it can also be inferred from the limiting case: when X(1) → 0,
Δ(1) also concentrates to 0.

As shown in Fig.3, if X(1) > 𝐴, the step size Δ(1) is not
influenced by the distance and is comparatively large, but when
X(1) < 𝐴 the step size gradually converges to zero.4 The 𝜆
itself has nearly no influence on the expectation of the step
size, but the stability increases with 𝜆. While larger 𝜎 causes
shorter step size and better stability. As for the direction, there
is little chance for the algorithm to make a wrong way (i.e.,
Δ(1) > 0), not until the distance ∣X(1)∣

𝐴 is very close to zero.

When the local optimal point is within the explosion
amplitude of the firework, it means the firework has already
approached the local minimum point, though the algorithm
doesn’t know where exactly it is. In this case, the good and
bad sparks are mixed and the step size of the orienting mutation

4It may seem ideal if Δ(1) also increases with X(1) even when X(1) > 𝐴,
so that the algorithm can approach the local minimal point as fast as possible,
but it’s not. Even though the direction of Δ is very accurate as we proved, it’s
accurate only in a small neighbourhood, because nearly no evaluation function
has the same gradient everywhere. Still less, if the step size is too long, the
little error of the direction will be amplified enormously. Remember that the
OM operator at the moving stage can be considered as a kind of extrapolation,
whose accuracy is always affected by the step size.

Fig. 3: The relationship between the distance to the local
optimal point and the step size

operator is short. The OM spark will be most probably located
inside the explosion amplitude of the firework, and point
out roughly the direction of the local minimum point, and
meanwhile the length of Δ will be small, as shown in Fig.
4. In this case, the OM spark works like an explosion spark,
but the expected contribution of the OM spark may be slightly
larger than the average of explosion sparks, because at least
it is most probably located on the correct direction due to the
fact that Δ converges faster on irrelevant or noisy directions.

Fig. 4: OM at Fine-tuning Stage

E. How to Choose 𝜎

Generally speaking, any 0 < 𝜎 ⩽ 0.5 is possible, but 𝜎 >
0.5 is meaningless as some of the top sparks and the bottom
sparks will cancel out.

Larger 𝜎 is good at learning the direction of the gradient,
while smaller 𝜎 may result in an inaccurate direction, com-
paratively speaking. However, smaller 𝜎 makes the firework
moves faster because the algorithm doesn’t take into consider-
ation theses not-so-good (bad) explosion sparks. In fact, when
𝜎 → 0.5, ∣𝐸(Δ(1))∣ → 𝐴 at moving stage, and the OM
spark has little chance to be out of the explosion amplitude. In
addition, smaller 𝜎 makes Algorithm 5 faster, especially when
the dimensionality 𝑑 is large. Note that the computational com-
plexity of line 1 is Θ(𝜆𝑖 log 𝜆𝑖) (or Θ(𝜆𝑖 log 𝜎𝜆𝑖), only to find
the top and bottom explosion sparks), but the computational
complexity of line 2 is Θ(𝜎𝜆𝑖𝑑).

Trading off among these influences, 𝜎 = 0.2 is recom-
mended for most cases empirically.



F. Summary and Remarks

The OM operator is a population based algorithm. Gener-
ally speaking, the more explosion sparks it adopts, the better
it works. It has the following properties:

1) The noises on the unsensitive dimensions are can-
celled out and will concentrate to 0 with the increas-
ing of 𝜎 and 𝜆, and thus the direction of Δ is very
close to the minus gradient.

2) If the local minimum is out of the explosion ampli-
tude of the firework, Δ will be long at the sensitive
direction and thus accelerate the moving.

3) If the local minimum is within the range of the
explosion amplitude, Δ will be short at the sensitive
direction and thus contribute to the fine-tuning.

Compared with previous mutation operators, the principles
of the OM operator are more theoretically sound and with clear
purpose. OM sparks aim to the local minimal point rather than
to the origin point or to a random direction. The step size they
take change with the distance toward the minimal point rather
than just taking any random number.

The proposed OM operator can fill in the blank of the
dynFWA (Line 7, Alg 2). In the following, the dynFWA with
OM operator is abbreviated as dynFWA-OM.

VI. EXPERIMENTS

Experiments on the benchmark suite of CEC 2014 single
objective competition [24] are conducted in order to measure
how much the OM operator improves the dynFWA generally,
especially on complex evaluation functions, because most of
the functions in [24] are complex problems. In the experiments,
the OM operator is directly added to the complete version of
dynFWA and the parameters are all identical to [16], except
the new parameter 𝜎.

Experimental Setup: Dimensionality 𝑑 = 100, run 51 times
for each function and the maximum evaluation number is
10000𝑑. Platform: MATLAB R2014a. Parameters are set as
follows: 𝜇 = 5, 𝜆̂ = 150, 𝛼 = 0.8, 𝛽 = 0.04, 𝐴 = 40, 𝐶𝑟 =
0.9, 𝐶𝑎 = 1.2, 𝜎 = 0.2.

The mean errors of dynFWA and dynFWA-OM are shown
in Table I. Besides, a set of t-tests is also conducted to show if
their differences are significant or not. The significantly better
results are highlighted. The column ”Improved” indicates
whether the mean error of dynFWA-OM is better.

Among these 30 functions, dynFWA-OM outperforms dyn-
FWA on 19 of them, and 11 mean errors are significantly better
while only 5 are significantly worse.

It may seem that the improvement is only significant on a
few of the benchmark functions, but please note that in each
iteration, the OM operator only add 5 more evaluations to
about 150 evaluations in dynFWA. Hence it’s quite difficult
to achieve so many significantly better results unless the OM
operator is truly efficient.

Table II shows the comparison of time complexities of
dynFWA and dynFWA-OM on 100 dimensional functions,
following the format in [24]. It can be seen that the OM
operator doesn’t add much time complexity to the dynFWA.

TABLE I: Mean Error Comparison between dynFWA and
dynFWA-OM for 100 Dimensional Functions

Function dynFWA dynFWA-OM Improved 𝑝

1 6.7221E+06 6.5315E+06 T 6.1570E-01
2 2.5967E+04 2.2654E+04 T 9.2535E-01
3 1.5114E-01 2.0663E-01 F 5.1369E-04
4 2.1098E+02 2.1870E+02 F 4.3360E-01
5 2.0000E+01 2.0000E+01 F 1.4185E-01
6 9.7967E+01 6.9997E+01 T 7.9976E-13
7 3.1403E-03 8.2090E-04 T 4.5834E-03
8 5.4771E+02 5.3538E+02 T 3.2192E-01
9 7.0348E+02 5.3362E+02 T 3.7180E-09
10 1.2172E+04 1.2073E+04 T 8.4087E-01
11 1.3973E+04 1.4132E+04 F 6.0632E-01
12 9.2972E-01 1.2496E-01 T 2.7189E-16
13 7.4624E-01 5.6599E-01 T 3.8257E-13
14 3.4682E-01 3.8795E-01 F 1.1554E-10
15 5.9834E+01 3.0183E+01 T 5.3257E-17
16 4.5016E+01 4.4870E+01 T 4.4948E-01
17 4.7575E+05 5.4743E+05 F 3.0638E-02
18 4.2228E+03 2.9372E+03 T 4.9883E-02
19 1.1743E+02 1.2736E+02 F 1.4304E-02
20 1.1535E+03 1.1460E+03 T 1.0000E+00
21 2.3067E+05 2.7015E+05 F 2.9123E-02
22 2.5137E+03 2.4381E+03 T 4.7806E-01
23 3.5592E+02 3.5412E+02 T 2.7176E-04
24 4.1923E+02 3.9471E+02 T 6.3037E-18
25 2.8266E+02 2.9529E+02 F 5.5922E-03
26 2.0664E+02 2.0043E+02 T 1.1411E-06
27 2.8302E+03 2.2912E+03 T 2.2288E-10
28 1.0203E+04 9.8145E+03 T 1.3383E-01
29 3.3970E+04 1.8469E+07 F 7.1780E-01
30 6.8505E+04 7.0428E+04 F 7.3286E-01

TABLE II: Time Complexity

dynFWA dynFWA dynFWA-OM dynFWA-OM
T0 T1 T2 (T2-T1)/T0 T2 (T2-T1)/T0

0.1596 3.0633 4.1298 6.6836 4.6519 9.9559

VII. CONCLUSION

In this paper, we analyzed the drawbacks of the pervious
mutation operators in FWA and EFWA, and proposed a new
orienting mutation (OM) operator. The orienting mutation
operator adds some new promising solutions to the population
and increases the diversity. By analyses, it’s revealed that the
operator can 1) learn a promising direction towards the local
minimal point of the evaluation function by making full use
of the explosion sparks’ information and 2) adjust the step
size according to the distance from the local minimal point.
Experimental results verified that by adding the operator to
dynFWA, the overall performance is significantly improved.
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