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Abstract-In the field of spam detection, concentration meth­
ods have been proposed for feature construction in recent years, 
which convert emails into fixed length feature vectors. This paper 
presents a novel method aiming to break through the limit of 
feature vector's length. Specifically, the method uses a fixed­
length sliding window to divide each email into several sections. 
The number of sections depends on the length of each email. 
Consequently, length of feature vectors varies from each other 
and this paper names them variable length concentrations (VLC). 
This method can acquire adaptive feature vectors according to 
different lengths of emails. However, general classifiers are not 
suitable for this kind of feature vectors, because they are not able 
to handle fixed-length inputs. As a result, this paper applies recur­
rent neural networks (RNNs), whose inputs are not restricted by 
the length, to achieve spam detection. Recall, precision, accuracy 
and Fl measure are taken to evaluate the method's performance. 
Experimental results on the classic corpora, PUl, PU2, PU3 and 
PUA, show that VLC performs significantly better than previously 
proposed methods, which provides support to the effectiveness of 
our method. 

I. INTRODUCTION 

Spam emails have always been considered as an increasing­
ly serious problem to the development of Internet. According 
to the CYREN Internet Threats Trend Report, 55 billion emails 
are produced every day in the second quarter of 2014[1]. The 
statistics from Symantec intelligence report [2] demonstrate 
that averagely 61.3% of the global emails are spam in the 
past twelve months. Numerous spams not only occupy great 
resources of Internet, but also endanger the network security 
when they carry viruses and malicious codes. Moreover, spam 
takes much time of people to tackle with them, decreasing 
productivity considerably[3]. 

In the field of spam filtering, many approaches have been 
proposed to distinguish spam from email traffic. Among these 
approaches, intelligent detection methods are the most effective 
ways[4], [5], [6], [7], [8], [9]. There are three main related re­
search fields for intelligent anti-spam, which are term selection, 
feature extraction and classifier design. Among these fields, 
feature extraction is crucial to the process of spam filtering, 
because it can directly affect performance of classifiers. 

In our previous research, we extracted global or local con­
centrations from emails and analyzed their performance[lO], 
[11], [12], [13]. However, like many other methods, the lengths 
of feature vectors are fixed. As a result, the feature vectors 
may have redundant information when am email is short, 
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and they may have information missIng when an email is 
long. To solve this problem, we propose a variable length 
concentration (VLC) based feature construction method for 
anti-spam system, which acquires feature vectors adaptively 
according to different lengths of emails. Similarly to previously 
proposed LC approach, the implement of VLC approach is 
also designed using a sliding window. But the difference 
between LC approach and VLC approach is that the length 
of VLC feature vectors can be variable, which never increases 
redundancy or intercepts information. After converting each 
email into a corresponding VLC feature, we can obtain feature 
vectors reflecting position-related information. At the same 
time, we apply the variable-length vectors into RNN, which 
has the ability of memory to remember and deal with emails' 
information. The performance of the VLC is investigated 
on four classic corpora namely PUl, PU2, PU3 and PUA. 
Meanwhile, accuracy and Fl measure are mainly utilized to 
evaluate the experimental results. 

In Section 11, we introduce the related works. In Section 
Ill, the proposed VLC-based feature extraction approach is 
presented in detail. Section IV introduces the detailed experi­
mental setup and results. Finally, we conclude the paper with 
a detailed discussion. 

11. RELATED WORKS 

This section introduces concentration related methods 
[14][15], such as global concentration, local concentration, 
and adaptive concentration method, all of which have close 
relationship with our work. 

A. Global Concentration Method (GC) 

Inspired from the human ilmnune system, Tan and 
Ruan[lO][ll] proposed the global concentration method, in 
which self and non-self concentrations were calculated by 
evaluating terms in self and non-self libraries. The terms in the 
two libraries were selected based on the tendencies of them. 
If a term tends to appear in legitimate emails, it would be 
added to the self library. To the contrary, terms tending to 
appear in spam would be added to the non-self library. With 
the help of the two libraries, each email is transferred into a 2-
dimensional feature vector by calculating the self and non-self 
concentrations of the email. 

B. Local Concentration Method (L C) 

The local concentration method proposed by Zhu[12], [13] 
aims at extracting position-correlated information from mes-



sages effectively. Similar to the GC, two kinds of libraries are 
generated after term selection. But the next stage is different 
between GC and LC. Compared with GCs transforming each 
message to a 2-dimensional feature, the LC method uses a 
fixed-length or a variable-length sliding window to divide the 
message into individual areas. Finally, each area of a message 
is converted to a corresponding LC feature and emails are 
transformed to multi dimensional feature vectors. 

C. Adaptive Concentration Method 

In our previous work, we have proposed a method which 
can adaptively choose GC or LC according to length of 
each message [16]. This method considers information loss 
of GC and redundance of LC, and then it aims at taking both 
advantages of the two concentration approach. The main point 
of Adaptive Concentration Method is evaluating each email 
with the help of GC firstly. And then according to each email's 
evaluating result, it determines whether GC or LC can describe 
the email better. 

D. Feature Extraction Approaches 

1) Bag-oJ-Words (BoW): In spam filtering, BoW is one 
of the most commonly used feature extraction methods [17]. 
It converts a message to a d-dimensional-vector with the 
qualifying clause, which has been selected by a selecting 
method. In the vector, Xi indicates the occurrence function 
in the message. There are two main types of Xi: Boolean type 
and frequency type. In the Boolean case, Xi is set to 0 if it 
doesn't appear in the message, or it is set to l. While in the 
frequency type, Xi is calculated as the frequency of term ti in 
the message. 

2) Sparse Binary Polynomial Hashing (SBPH): SBPH is 
an feature extraction method which extracts large numbers of 
different features with the help of an N-term-length sliding 
window [18]. The sliding window shifts over the incoming 
message stepped by one term. Features are extracted from 
the window at each step. The newest term is retained in the 
window, and the others are retained or moved in order to 
mapping the window to different features. SBPH is a promising 
method in consideration of classification accuracy. Neverthe­
less, it produces a lot of features so that the computational 
complexity is a heavy burden. 

3) Orthogonal Sparse Bigrams (OSB): OSB was proposed 
by Siefkes et al. [19] to extract smaller size of features. It also 
use an N-term-length sliding window to extraction features. 
But different from SBPH, OSB only considers term-pairs with 
a common term. For each movement of window, the newest 
term is retained and one of others is also retained, while other 
terms are wiped off. As a result, feature is mapped from the 
remaining term-pair. OSB performs slightly better than SBPH 
in the experiments in [19]. 

Ill. VLC-BASED FEATURE EXTRACTION METHOD 

A. Background 

Concentration method belongs to artificial immune system 
(AIS), which was proposed in the 1990s as a novel computa­
tional intelligence model [20]. AIS was inspired by biological 
immune system (EIS), which has the ability of distinguishing 

'self cells' and 'non-self cells' . As a result, it can protect bodies 
from assaults of pathogens. Similarly, one main point of AIS 
is to distinguish between 'self' and ' non-self' .  And there are 
large numbers of AIS models having been proposed for spam 
detection [21][22][23]. 

By far, global and local concentration method have been 
proposed for detecting spam emails. In global concentra­
tion (GC) method, each message is transformed into a two­
dimensional feature vector, regardless of the length of the 
message. As for local concentration (LC) method, it extracts 
position-correlated information from messages, which over­
comes the defect of Gc. Specifically, the extraction uses fixed­
length sliding window or variable-length sliding window to 
divide each message into different areas. 

In this paper, we propose a VLC model, transforming 
messages into different dimensional feature vector, according 
to different length of the messages. In the VLC model for 
spam detection, feature vectors are constructed from messages 
through term selection methods and tendency decisions. After 
the feature construction, we get a series of feature vectors with 
different dimensionality. And finally, we combine those feature 
vectors of different length with recurrent neural networks, in 
order to making full use of the variable length concentration 
vectors. 

B. Generation oJ Gene Libraries 

Inspired from biological immune system, if a term mostly 
tents to occur in spam emails, it belongs to the non-self library. 
On the contrary, if a term tends to appear in legitimate emails, 
it is most likely to belong to the self library. However, the 
amount of terms is so large that if we intend to make use of 
all terms, it will lead to high computation complexity. As a 
result, in this paper, we use information gain to calculate and 
sort the importance of each term and discard 95% unimportant 
terms appearing in all emails. Algorithm 1 shows the detailed 
algorithm to build gene libraries, where P(tilcl) means the 
probability that term ti belongs to legitimate emails and 
P(tilcs) means the probability that term ti belongs to spam 
emails. And tendency threshold e refers to the difference 
between P(tilcl) and P(tilcs). 

C. Construction oJ Variable Length Feature Vectors 

After gene libraries generation, we can construct the vari­
able length feature vectors. Assuming that spam detective 
set DSs stands for terms from spam library and legitimate 
detective set DSl stands for terms from legitimate library, 
then with the help of DS s and DSl, we can convert each 
email into its corresponding feature vector. In detail, during 
the conversion, we use a sliding window to split each message 
into several locations, and then calculate concentration in each 
window. Algorithm 2 shows procedure of the construction of 
variable length feature vectors. In the procedure, M(tj, DS s) 
means the matching degree between term tj and detective set 
DSs. Besides, SCj means spam concentration of window j 
and LCj mean legitimate concentration of window j. And Nt 
is the total number of terms in message t. 

(1) 



Algorithm 1 Generation of Gene Libraries 

1: Initialize gene libraries, detector DS s and DSl to the 
empty; 

2: Initialize tendency threshold e to predefined value; 
3: Tokenization about the emails; 
4: 

5: for each word tk separated do 
6: According to the term selection method, calculate the 

importance of tk and the amount of information l(tk); 
7: end for 
8: 

9: Sort the terms based on the I(t); 
10: Expand the gene library with the top m% terms; 
11: 

12: for each term ti in the gene library do 
13: if IIP(tilcl) - P(tilcs)11 > e, e;:::o then 
14: if P(tilcL) - P(tilcs) < 0 then 
15: add term ti to the spam detector set DSs;  
16: else 
17: add term ti to the legitimate detector set DSl; 
18: end if 
19: else 
20: abandon this term, because it contains little informa­

tion about those emails; 
21: end if 
22: end for 

Algorithm 2 Construction of Variable Length Feature Vectors 

1: Choose Wn, which indicates the number of terms in each 
sliding window; 

2: Move the wn-term sliding window to separate each email, 
without overlap. 

3: 

4: for each moving window do 
5: for each term in the moving window do 
6: calculate the matching M(tj , DSs) between term tj 

with DSs;  
7: end for 
8: According to (1), calculate the concentration of spam 

terms SCj; 
9: According to (4), calculate the concentration of legiti-

mate terms LC j; 
10: end for 
11: 

12: Combine local concentration in each sliding window to 
construct the variable-length concentration feature vector: 
< (SCl, LCd,(SC2, LC2)"",(SCK, LCK) > 

LCj = 
Lj�l M(tj, DSI) 

Nt 

(2) 

(3) 

(4) 

D. Structure of VL C Model 

To implement spam detection based on our VLC model, 
a general structure of the VLC model is designed, which is 
shown in Fig. 1. The tokenization is just a simple step to 
tokenize messages into words (terms) by examine blanks or 
other delimiters. And terms selection, VLC calculation and 
RNN training are described as follow: 

Start 

Training messages 

·------------------t-----------------
Tokenization 

Terms selection 

VLC calculation 

RNN training 

RNNmodel 

An incoming 

message 

Tokenization 

,--------------------"''''-----------------
VLC calculation 

classification 

L-----------------l-------------------
Result 

( End 

Fig. 1. Training and classification steps of the VLC model 

1) Terms selection: After tokenization, messages are divid­
ed into large numbers of terms, which cause high computation­
al complexity. As a result, the terms selection is necessary 
to remove some less informative terms, in order to reduce 
computational complexity. In our experiments, information 
gain (IG) [24] is applied to the model to calculate importance 
of the terms. The calculation formula of information gain is 
defined as (5). 

'" '" P(T, C) I(ti) = 

D D _ P(T, C) log P(T)P(C) CE(C"C,) TE(t"t,) 
(5) 

where C indicates an email's class (Cs and Cl are the spam 
and legitimate email classes) and T denotes that whether term 
ti appears in the email or not. And all the probabilities are 
estimated from the whole data set. 

2) VL C calculation: As we mentioned above, LC can 
reflect area-correlating information about messages, which 
improves the performance of spam detection. However, dur­
ing feature construction, LC may lose some information or 
increase some redundancy. Consequently, we propose VLC 
method to calculate variable-length feature vectors with the 
help of fixed length sliding window, whose length equals a 
certain number of terms in the window. And in our experi­
ments, we set different values of the length of sliding window 



to compare their performances, just as Fig. 3 to Fig. 6 show to 
us, aiming to find the most suitable length of sliding window 
for different corpora. 

3) Recurrent Neural Networks (RNNs): Recurrent neural 
networks are inspired by the cyclical connectivity of neurons 
in brain, which introduce iterative function loops to store 
information [25]. One of the difference between a multilayered 
perceptron (MLP) and an RNN is that an MLP maps inputs 
to output vectors directly, whereas an RNN can map whole 
previous inputs to each output. In other words, the RNNs allow 
a "memory" of previous inputs which stay in the networks and 
have effect on the outputs. 

In this paper, we focus on a simple RNN containing 
a single, self connected hidden layer, as shown in Fig. 2. 
Although it is similar to a multilayered perceptron, there are 
also big improvements between them. An MLP just simply 
maps from input to output vectors, whereas an RNN allows 
a "memory" of previous inputs to stay in the network, and 
thereby influences the network output. 

However, for standard RNN architectures, the networks' 
ability to hold contexts is quite limited. In other words, the 
influence of a given input on the hidden layer, and therefore 
on the network output, either decays or blows up exponentially 
as it cycles around the network's recurrent connections, which 
is referred as the vanishing gradient problem [26][27]. As 
a result, in Fig. 2, we can see that the hidden layer is 
composed of Long Short-Term Memorys(LSTMs), which are 
used to tackle the vanishing gradient problem to enhance the 
"memory" of the network [28]. 

Output Layer 

Hidden Layer (LSTM) 

Input Layer 

Fig. 2. A Recurrent Neural Network with LSTM 

The following function (6) shows that the forward pass of 
an RNN is similar to MLP, except that the activations arriving 
at the hidden layer are from both the current external input 
and the hidden layer activations from the previous timesteps. 

H 

a� = LWihXf + LWh'hb�-;-l 
i=l h=l (6) 

(7) 

where I means input units and H means hidden units. Let 
xf be the value of input i at time t, and a� and b� be the input 
to unit h at time t and the activation of unit h at time t. And 

Wih means weights between input i and unit h, as well as wh' h 
means weights between unit h' 

and unit h. Function (7) shows 
the activation of unit h at time t. 

At the beginning of training, messages have been trans­
formed into feature vectors with different length through terms 
selection and VLC calculation. Then we take these vectors as 
inputs of RNN, because RNN can handle input sequences with 
different length. Whats more, RNN is an effective structure for 
sequence learning tasks where the data is strongly correlated 
along a single axis and it has achieve good performance in the 
field of speech recognition and image recognition. Similarly, 
an email message can also be taken as a text sequence because 
of its content terms. As a result, RNN is taken as the classifier 
and experiments in Section IV compares performance among 
RNN and other classifiers. 

E. Evaluation Criteria 

In spam detection, many evaluation criteria have been 
proposed to evaluate performance of different spam filters 
[17][29]. Among them, we adopt recall, precision, accura­
cy and F(3 measure to evaluate the comparison of filtering 
effect between the VLC method and some other prevalent 
approaches. Among them, accuracy and F(3 measure are the 
most important because recall and precision are the common 
component of F(3 measure. And their calculation functions are 
described as follow. 

1) Recall: It reflects the ability that email filters find spam 
emails. The higher recall is, the more spam emails that cannot 
be detected. It is defined as follows: 

R _ nss 
S - nss + nsl 

(8) 

where nss means the number of spam emails that are classified 
correctly, and nsl is the number of spam emails that are 
classified as legitimate ones by error. 

2) precision: It measures that when classified as spam, how 
many emails are truly spam ones. The higher precision is, the 
fewer legitimate emails is classified as spam mistakenly. It is 
defined as follows: 

P _ nss 
s- nss + nls 

(9) 

where nls means the number of legitimate emails mistakenly 
classified as spam ones. 

3) accuracy: It is a kind of criterion that can reflect overall 
performance of filters. The higher accuracy is, the more emails 
are classified correctly. It is defined as follows: 

Ps = 
nss + nu 
ns +nl 

(10) 

where nss is the number of spam emails correctly classified, 

nu is the number of legitimate emails correctly classified, ns is 
the number of spam emails and nl is the number of legitimate 
emails. 

4) F(3 measure: It is composed of recall and precision, 
which can also reflect overall performance of filters in another 
aspect. It is defined as follows: 

F = (1 + (3
2) RsPs 

(11) (3 (32 
Ps + Rs 



Same with the paper [17], we adopt (3 = 1. As a result, it is 
referred to as Fl measure. 

IV. EXPERIMENTS 

A. Experimental setup 

In 2004, Androutsopoulos and his colleagues [30] collected 
and published the series of PU data sets namely PU1, PU2, 
PU3 and PUA, which are widely used in spam detection 
research. Among them, PU1 and PU2 are all English emails, 
while PU3 and PUA consist of English and non-English ones. 
And in this paper, our experiments are organized on the four 
data sets. To ensure objectivity, experiments are conducted 
with IQ-cross-fold validation. In addition, recalls, precision, 
accuracy and Fl measure are used to evaluate the results. And 
we take F1 measure as the comprehensive evaluation, which 
is the most important indicator. All experiments are conducted 
on a PC with Intel P7450 CPU and 2G RAM. 

B. Parameter selection of experiments 

1) Proportion of term selection: During term selection 
phase, all terms need to be filtered so as to reduce the size 
of gene libraries. When choosing terms, we need to consider 
cutting off noise terms and retaining important terms. And 
finally only q% of the terms is preserved.In practice, this 
parameter can be adjusted according to the time and space 
complexity. 

According to [12], [13], the performance of experiments 
achieve best on PU data sets when q is set to 50. In the same 
way, we also choose 50% of terms to create the gene libraries. 

2) Dimension of feature vectors: Because of the sliding 
window, each message is divided into several parts and con­
verted into corresponding feature vector. In this paper, we fix 
the length of each sliding window to N, and a message con­
taining m terms can be transformed into L m/ N J dimensional 
feature vector. 

In our experiments, we set the parameter N to 5, IQ, 15, 
. . .  , 30 to study the best feature vector dimension for the 
PU series corpora. And TABLE I to TABLE IV show the 
performances on different lengths of sliding window. At the 
same time, Fig. 3 to Fig. 6 shows us the performance com­
parisons between our proposed method which combines RNN 
with VLC (RNN-VLC) and other spam detection methods. 

3) Parameters of RNN: In the RNNs, we use long short­
term memory (LSTM) to enhance the memory ability of the 
network. In detail, the network have only one hidden layer 
which is consist of ten LSTM blocks. What's more, the 
learning rate of RNN is set to le-4 and the momentum is 
set to 0.9. 

C. Experimental results on the VL C approach 

In this section, we conducted comparison experiments to 
demonstrate the effectiveness of our VLC approach. Ten-fold­
cross validation is adopted into these experiments to ensure 
objectivity. The average performance experiments are reported 
in TABLE I to TABLE IV, which show different classification 
results on different size of sliding windows. And Fig. 3 to 
Fig. 6 show comparisons among our models best results with 

other methods. According to these results, we can come to a 
conclusion that our proposed method performs better. 
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Fig. 5. Comparison of different methods results on corpus PU3 

D. Discussion 

We have proposed the VLC methods to adaptively con­
struct feature vectors according to different length of messages. 
According to the experimental results, it is obvious that the 
proposed method can further enhance the effectiveness of 
immune concentration vectors. The disadvantage of GC is 
information loss and the disadvantage of LC is information 
redundancy, which mainly results from the fixed length of 
feature vectors. However, compared with GC and LC, VLC 
can adaptively convert each message into its corresponding 
feature vector which reduces information loss and redundancy. 

In TABLE I to TABLE IV, we can see that different corpora 
have their unique best length of sliding window. For example, 
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TABLE I. PERFORMANCE OF VLC ON CORPUS PU I 
Corpus Size of Sliding Window Accuracy(% ) Precision(% ) F1(%) Recall(%) 

N-5 97.36 96.98 97.56 96.46 
N-IO '11i.'1U 97.58 '11i.77 1uu 

PUI 
N-15 96.38 97.03 95.81 94.72 
N-20 94.48 97.82 93.42 89. I 
N-25 95.41 98.27 96.81 91.25 
N-30 94.70 97.64 96.13 91.16 

TABLE H. PERFORMANCE OF VLC ON CORPUS PU2 

Corpus Size of Sliding Window Accuracy(% ) Precision(% ) Fl(%) Recall(%) 

N-5 99.40 99.09 98.86 98.69 
N-1O 99.01 99.33 97.38 95.71 

PU2 
N-15 98.17 98.62 95.00 92.14 
N-20 96.23 97.76 88.99 83.17 
N-25 94.96 98.85 84.72 75.24 
N-30 92.25 98.89 75.03 61.43 

TABLE Ill. PERFORMANCE OF VLC ON CORPUS PU3 

Corpus Size of Sliding Window Accuracy(% ) Precision(% ) F1(%) Recall(%) 
N-5 96.66 97.92 96.14 94.45 

N-IO 95.37 96.87 94.64 92.55 

PU3 
N-15 95.04 96.23 94.26 92.42 
N-20 94.65 96.64 93.74 91.15 
N-25 94.94 96.91 94.09 91.51 
N-30 94.43 97.23 93.43 89.97 

TABLE IV. PERFORMANCE OF VLC ON CORPUS PUA 

Corpus Size of Sliding Window Accuracy(% ) Precision(% ) F1(%) Recall(%) 

N-5 89.12 87.19 89.08 91.60 
N-IO 94.30 94.04 94.35 94.99 

PUA 
N-15 96.16 96.05 96.16 96.32 
N-20 94.30 93.86 94.28 94.78 
N-25 94.21 93.68 94.19 94.86 
N-30 91.16 91.28 91.29 91.62 

TABLE V. AVERAGE PERFORMANCE OF VLC ON PU CORPORA 
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Fig. 6. Comparison of different methods results on corpus PUA 

for corpus PU1, accuracy, precision, recall and Fl measure all 
achieve peak value when N=lO, which indicates that N=lO is 
the best length of sliding window for corpus PU 1. In order 
to determine a common N-value on all corpora, we average 
performance results and show them in TABLE V. From the 
table, we can see that when N=lO, accuracy and Fl measure 
are both the best. As a result, we can determine N=lO as 
the common N-value. However, this is not always the most 
satisfying N-value. For PU3 and PUA, which contain not only 
English emails but also non-English ones, results are better 

Accuracy(% ) Precision(% ) Fl(%) Recall(%) 

95.64 95.30 95.41 95.30 
96.90 96.96 96.29 95.81 
90.44 '1b.'11i 95.31 93.90 
94.92 96.52 92.61 89.68 
94.88 96.93 92.45 88.22 
93.14 96.26 88.97 83.55 

when N-value isn't 10. As a result, we prefer that the best 
N-value depends on specific dataset. 

And in Fig. 3 to Fig. 6, we choose the best performance 
of RNN-VLC on the four corpora to make a comparison with 
other methods. It is obvious that RNN-VLC achieves better 
than Naive Bayes, SVM-GC, SVM-LC and other methods on 
all the PU corpora. And considering FI measure, our RNN­
VLC even improves the experiment performance by almost 
18%, which is a significant improvement. 

As a result, we come to a conclusion that different corpora 
have their suitable sliding window size and the proposed VLC 
method enhances the experimental effects to achieve better 
classification. 

V. CONCLUSIONS 

In this paper, we present a novel concentration vectors 
construction method to adaptively convert each email into 
its corresponding feature vector. During the phase of feature 
extraction, we use IG to evaluate and choose important terms. 
Then we use sliding window to convert emails into their 
corresponding feature vectors. To deal with these variable­
length feature vectors, we choose RNN as the classifier to 



accomplish the final training and classification. And finally, the 
experimental results on PU corpora indicate that our proposed 
method is more effective and promising. 

In the future, we intend to convert emails into variable 
length future vectors according to the length of emails mes­
sages and study its performance. 
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