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Semisupervised Text Classification by
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Abstract— Semisupervised text classification has attracted
much attention from the research community. In this paper,
a novel model, the semisupervised sequential variational autoen-
coder (SSVAE), is proposed to tackle this problem. By treating the
categorical label of unlabeled data as a discrete latent variable,
the proposed model maximizes the variational evidence lower
bound of the data likelihood, which implicitly derives the under-
lying label distribution for the unlabeled data. Analytical work
indicates that the autoregressive nature of the sequential model
is the crucial issue that renders the vanilla model ineffective.
To remedy this, two types of decoders are investigated in the
SSVAE model and verified. In addition, a reweighting approach
is proposed to circumvent the credit assignment problem that
occurs during the reconstruction procedure, which can further
improve performance for sparse text data. Experimental results
show that our method significantly improves the classification
accuracy compared with other modern methods.

Index Terms— Generative models, semisupervised learning,
text classification, variational autoencoder (VAE).

I. INTRODUCTION

RECENTLY, deep neural network models have seen
tremendous success in areas such as speech recognition

and image classification [2]. The models are able to learn use-
ful abstractions using numerous parameters. However, to fully
exploit the ability of deep neural models, huge amounts of
labeled data are required during the supervised learning phase,
to combat the problem of overfitting. Unfortunately, collecting
an extensive amount of labeled data is both expensive and
time-consuming in practice. Therefore, semisupervised learn-
ing, which aims to make use of unlabeled data to improve the
model’s performance, has increasingly drawn the attention of
researchers.

In this paper, we propose to undertake semisupervised
text classification by means of variational autoencoders
(VAEs) [3], [4]. VAE is a powerful generative model that takes
advantage of deep neural networks. It has been successfully
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applied in semisupervised image classification tasks [5], [6].
This paper follows the approach in [5], which breaks the latent
representation into two parts. For textual data, these two parts
correspond to the lexical information and the task-specific
categorical information. The model consists of three learn-
able components: 1) a classifier; 2) an encoder; and 3) a
decoder. The encoder and the classifier extract the lexical
information and the categorical label from the input sequence,
respectively. The decoder is responsible for reconstructing
the data conditioned on both lexical feature and categorical
label. Applying VAE in semisupervised text classification tasks
seems to be straightforward when using the sequential models,
e.g., long short-term memory (LSTM) [7] or gated recurrent
unit (GRU) networks [8]. However, practical experiments have
shown that VAE is ineffective for these tasks if the decoder is
implemented by vanilla sequential models [1].

Our solution is the Semisupervised Sequential VAE
(SSVAE), which is equipped with a novel decoder struc-
ture and method. Among the three components of SSVAE,
the structure of the decoder has proven to be the key to
properly handle the unlabeled data. The reason is given
from the perspective of policy gradient [9], [10] by care-
fully investigating the VAE’s intrinsic working mechanism.
Due to the autoregressive nature of the sequential models,
the decoder is prone to fitting the data by way of language
modeling, i.e., predicting the words with previous ones within
the context, regardless of the conditional categorical label.
This phenomenon prevents the classifier from obtaining a
valid gradient from the decoder. Therefore, in our model,
the decoder is forced to perceive the conditional label by
feeding the conditional label at each time step. This specific
modification improves the VAE model to the point where it
is effective for the semisupervised text classification problem.
Two decoder structures are proposed, described, and tested
empirically.

In addition, motivated by the observation that dependence
on the conditional label varies across words in the data,
a reweighting (RW) approach is proposed. This approach aims
to alleviate the credit assignment problem that occurs during
the text reconstruction process. The credit assignment problem
concerns the determination of how the success of a systems
overall performance results from the various contributions
of the systems components [11]. In our method, the credit
assignment problem occurs with the unlabeled data. When
a portion of the sequence is independent of the categorical
label, the classifier will face difficulty in obtaining a valid
signal from the reconstruction loss. Specifically, it is unable
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to determine which part is related to the categorical label.
We show that by using our RW approach, the gradient of
the classifier is theoretically equivalent to or better than the
gradient of the classifier without RW. In practice, the RW
approach most benefit models with a data set that has a
considerable volume of irrelevant content in each sample.
With a slight deviance in the terminology, we refer to this
type of data as “sparse” text data. Furthermore, we present
a sampling-based training method. This practice can reduce
the training computational complexity by O(|y|), where |y|
is the number of label categories. To reduce the gradient
variance during training, two variance reduction techniques
are employed and investigated in this paper.

The experimental results are obtained on four data sets, two
of which contain sparse text samples. These results verify
the effectiveness of our method. As an example, our model
can achieve 10.28% test error on the Internet Movie Data-
base (IMDB) data set using only 2.5K labeled instances. This
outperforms the purely supervised learning model by 7.7%.
Moreover, it even surpasses the purely supervised learning
trained with 20K labeled samples. We have also found an
improvement in results when the classifier is initialized using
pretrained parameters. With the help of the sampling-based
optimizer, the training speed is accelerated without loss of
accuracy, and the proposed RW approach is able to further
improve the performance of the sparse text data.

In summary, our main contributions are as follows.

1) We find that it is because the decoder tends to generate
the sequence without the conditional categorical label
that the VAE model fails for the semisupervised text
classification problem.

2) Based on this observation, we make the VAE-based
semisupervised method effective for text classification,
by remedying the autoregressive problem of the sequen-
tial decoder. The proposed modification to the decoder
is simple yet effective.

3) The analytical work motivates us to present two
improved techniques, i.e., the RW approach and the
sampling-based optimizer. The RW approach handles
the credit assignment problem of SSVAE, and the
sampling-based optimizer is proposed to increase the
training efficiency. Experimental results show that both
methods are able to further improve the performance of
the model.

4) We empirically investigate the performance of SSVAE
variants on regular and sparse data sets. Experimental
results indicate that our model is able to achieve compet-
itive results on the tested data sets. Finally, conclusions
are drawn for future applications of this paper.

II. RELATED WORK

In the research domain, there is a large body of literature
related to semisupervised learning. Here, we will only intro-
duce the relevant topics and terminology.

A popular branch of semisupervised learning is based on
regularization [12]–[14]. Faced with a large volume of unla-
beled data, it is useless to directly estimate the discriminative

probability p(y|x) [15], where x and y are the input and the
output. However, unlabeled data can be used to regularize the
feature space and make the prediction more robust. One way
to utilize unlabeled data is to assign a target probabilistic label
q(y|x) to the unlabeled data x and train the classification
model p(y|x) using these labels. Based on the assumption
that neighboring inputs are likely to have the same labels,
label propagation methods [16] are proposed, which estimate
the target labels by referring to the neighbors in the local
region. However, the standard label propagation method is not
very effective in text classification problems. This is primarily
because the raw text is not semantically continuous by nature.
For instance, in the sentiment analysis data set, two sentences
may differ by only a single word, yet have contrasting labels.

With the expansion and widespread adoption of deep learn-
ing, many deep models have been proposed. One example
is the ladder network [17], which uses an encoder–decoder
structure to extract the representation feature from unlabeled
data. For each layer, a consistency loss is computed between
two branches, i.e., a clean encoding branch and a denoised
decoding branch. The representation vectors are computed at
each layer and the model is trained to minimize their distance.
Another approach is the temporal ensembling method [18],
which has two noisy branches. The outputs of these two
branches are compared as the regularization term. This differs
from the ladder network in removing the parametric nonlinear-
ity and the denoising branch. The mean teacher method [19]
further extends the temporal ensembling algorithm as it ensem-
bles the models by averaging the network parameters during
the training phase. This modification smoothens the target
labels among different training epochs. All of these methods
have demonstrated strong performance for the task of semi-
supervised image classification. However, their applications in
the domain of text data are absent. The virtual adversarial
training [20] algorithm is another efficient semisupervised
method. It works to regularize the representation space by
competing against the perturbation that alters the prediction
maximally. It is compatible with the proposed method because
the auxiliary loss can be added to the classifier. Combination of
this algorithm with our method may yield better performance
than either technique alone, but this is a subject work that is
beyond the scope of this paper.

Another important branch of semisupervised learning is
based on generative models. These generative models implic-
itly capture the similarity between the samples by modeling
the data distribution. Commonly, a generative model learns
the joint probability distribution p(x, y) for the labeled data
and marginal probability distribution p(x) for the unlabeled
data, where the label is treated as a latent variable. Typ-
ical generative models that have been used in semisuper-
vised learning include naïve Bayes [21], Gaussian mixture
model [22], restricted Boltzmann machines [23], and latent
Dirichlet allocation [24]. Recently, powerful deep genera-
tive models such as VAEs [3], [4] and generative adversarial
networks (GANs) [25], [26] have been proposed. The VAE
extracts the features for prediction by optimizing the varia-
tional lower bound, while the GAN estimates the generative
probability via competition between the generative model
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and discriminative model. Both VAE and GAN have shown
promising performance in the semisupervised image classifi-
cation tasks [5], [6], [27]–[29].

With respect to the general task of semisupervised text
classification problem, many potential techniques have been
explored [1], [30]–[33]. A simple yet efficient practice is to
pretrain the model by learning to reconstruct the text sequence.
The models proposed in [30] and [31] extract valuable fea-
tures by learning to reproduce the textual data samples using
a recursive neural network and recurrent neural network
(RNN), respectively. These methods are complementary to
our methods, as the classifier of SSVAE is an independent
component. The model proposed in [32] is a parallel work
to ours, which uses a dilated convolutional neural network
(CNN) [34] instead of an RNN as the decoder. Their work
focuses on analyzing the effects of utilizing the dilated CNN
in VAE. Our work stands out in that we are the first to
successfully make effective use of VAE for semisupervised
text classification and illustrate that it is the autoregressive
nature of the decoder that harms the VAE’s performance. We
also show the necessity of enhancing the influence of the
conditional label in the decoding phase. The TopicRNN [33]
model is an unsupervised sequential model for topic modeling.
It extracts a global representation vector, rather than explicitly
representing the data by two variables. To keep the representa-
tion clean, TopicRNN also removes the dependence between
the latent variable and the unrelated words by dividing the
tokens into the stop words and the others. Although TopicRNN
is a general model, it may face difficulty in handling the
fine-grained classification problem. The global topic vector
extracted in an unsupervised manner may lose the fine-grain
information for the subsequent classification task. We will
show in the experiments that TopicRNN is less suitable for
handling the sparse text data compared to the proposed model.

III. BACKGROUND: VARIATIONAL INFERENCE FOR

SEMISUPERVISED LEARNING

Let us consider a data set consisting of a set of labeled
samples Sl = (Xl , Yl) and a set of unlabeled samples Su =
(Xu), where (Xl , Yl) = {(x(i)

l , y(i)
l )}Nl

i=1 and Xu = {x(i)
u }Nu

i=1.
For clarity, the superscript and subscript will be omitted if they
are unnecessary in the context.

The semisupervised learning method based on VAE was first
introduced by Kingma et al. [5]. In their work, two solutions
were proposed. We follow the solution that explicitly disen-
tangles the latent variable and label information, which is also
employed in [32]. In addition to the supervised objective using
the labeled data Sl , the semisupervised learning method also
utilizes the unlabeled samples Su to improve the classification
accuracy. Specifically, there are two objectives for the labeled
and unlabeled data. For the labeled data, the objective is to
maximize the data log-likelihood, i.e., log pθ (x, y), whose
variational evidence lower bound (ELBO) is

log pθ (x, y) ≥ Eqφ(z|x,y)[log pθ (x|y, z)] + log pθ (y)

−DK L(qφ(z|x, y)||pθ(z)) = L(x, y) (1)

where z is the latent variable and DK L is the Kullback-Leibler
divergence.

With respect to the unlabeled data, the objective is to max-
imize the ELBO of marginal probability pθ (x). By regarding
the label y as a latent discrete variable, the objective can be
given as follows:

log pθ (x) ≥
�

y

qφ(y|x)(L(x, y)) + H(qφ(y|x))=U(x) (2)

where H is the entropy function.
As mentioned in [5], it is also desirable to add a classifica-

tion loss using the labeled data. Therefore, the overall objective
function to be minimized is

J =
�

(x,y)∈Sl

−L(x, y) +
�

x∈Su

−U(x)+γ
�

(x,y)∈Sl

−log qφ(y|x)

(3)

where γ is a hyperparameter that controls the weight of the
additional classification loss.

This objective function can be implemented via VAE. VAE
achieves the variational inference using deep neural networks.
It amortizes the difficulty of variational inference into a para-
metric neural network by computing the posterior distribution
qφ of latent variables through a feed-forward network.

The implementation is comprised three parametric compo-
nents: a classifier, an encoder, and a decoder. They correspond
to qφ(y|x), qφ(z|x, y), and pθ (x|y, z). Previous works imple-
ment these components using a multilayer perception (MLP)
or a CNN for image data [5], [6]. However, practical exper-
iments suggest that it is infeasible to simply use a vanilla
RNN for the textual data. Before explaining why vanilla
implementation fails, the proposed model is first presented in
the following.

IV. SEMISUPERVISED SEQUENTIAL VARIATIONAL

AUTOENCODER

In this section, the framework of our model is presented
with details concerning implementation and structure. Then,
the motivation for the proposed decoder is explained.

A. Model Framework

The semisupervised sequential variational autoen-
coder (SSVAE) is proposed for the task of semisupervised
text classification. Its framework is sketched in Fig. 1.

In fact, the classifier and the encoder can be implemented
by any differential models. The classifier takes the sequence
x as input, and the output is a target vector for the prediction.
The encoder takes the same sequence x as input, as well as
the conditional label y, to compute the parameters of latent
distribution qφ(z|x, y).

The key argument to note is that a special decoder is
required to circumvent the autoregressive nature of the sequen-
tial models. In the decoder, the probability pθ (x|y, z) of
reproducing the input sequence x is computed, conditioned on
the latent variable z, and the label y. The difficulty for SSVAE
actually comes about during decoding a sequence using label
y. The sequential generative models tend to generate words
according to a small context in the form of language modeling,
which are insensitive to other conditional input. Worse than in
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Fig. 1. This is the sketch of our model. The sequence is encoded by a RNN. The encoding and the label y are used to parameterize the posterior qφ(z|x, y)
(bottom left). A sample z from the posterior qφ(z|x, y) and label y are passed to the generative network, which estimates the probability pθ (x|y, z) (right).
When using unlabeled data, the distribution of y is provided by the sequential classifier (dashed line) (top left).

the case of the standard condition generation tasks, the training
in SSVAE encounters an additional problem where it maxi-
mizes the log-likelihood of all possible labels [cf. (2)]. We
will show that when the decoder cannot distinguish between
nonidentical labels, minimizing the objective in (2) is not
beneficial for improving the classification accuracy. To remedy
this problem, we propose to increase the influence of the input
label by utilizing a novel decoder. The decoder receives the
label at every time-step and has the effect of transforming
SSVAE into an effective model.

For the purpose of clarity, each word xt in a sequence x =
{x1, x2, . . . , xT } denotes the word embedding vector whenever
it is used as the network input. Otherwise, it represents the
word index in the processed vocabulary. Since the size of the
vocabulary is extensive, the word embedding matrix is shared
by both the classifier and autoencoder to reduce the demand
on computational resources.

B. Classifier: qφ(y|x)

The classifier is used as a probability estimator over the
label distribution, i.e., y ∼ qφ(y|x). As mentioned above,
SSVAE functions correctly using a variety of choices for the
classifier. Here, the LSTM or GRU network is utilized as the
basic classifier unless we explicitly declare the use of another
model. The choice of the RNN cell depends on which one is
better for the task at hand.

Let hc
t = fc(xt , hc

t−1) denote the RNN unit of the classifier
mapping input xt and previous state hc

t−1 to the next state hc
t .

The output at the final time-step is then used for the prediction
by concatenating it with a projection layer to compute the
distribution pθ (y|x)

hc
t = fc

�
xt , hc

t−1

�
, t = 1, . . . , T (4)

pθ (y|x) = softmax
�
Wc�hc

T

��
(5)

where xt ∈ Rdx , hc
t ∈ Rdh . Throughout this paper, the notation

b = W(a) denotes a linear weight matrix with the bias
transforming vector a into the vector b. In practice, we use two
layers between the last state hc

T and the prediction because it
has proven beneficial for improving the test accuracy [31].

C. Encoder: qφ(z|x, y)

The encoder is used to map the data instance (x, y) to
the latent variable z, playing the role of qφ(z|x, y). This can
be realized in many ways. For example, the input sequence
x can first be encoded by an LSTM network to compute
the representation vector. Let he

t = fe(xt , he
t−1) denote the

encoder LSTM to process the given input xt and the previous
state he

t−1. Afterward, the last state he
T is concatenated with the

conditional label y to derive the distribution of the stochastic
variable z ∈ Rdz

he
t = fe

�
xt , he

t−1

�
, t = 1, . . . , T (6)

z ∼ N (μ(x, y), diag(σ 2(x, y))) (7)

μ(x, y) = Wμ

��
he

T : y
��

(8)

log σ(x, y) = Wσ

��
he

T : y
��

(9)

where Wμ ∈ Rdz×(dh+|y|), Wσ ∈ Rdz×(dh+|y|), bold y ∈
R|y| is the one-hot vector of y and [:] denotes the vector
concatenation operation.

D. Decoder: pθ (x|y, z)

The decoder is a sequential conditional generative model,
which estimates the probability of generating the sequence
pθ (x|y, z) when the sampled latent variable z and label
input y are specified as input. For an input sequence x =
(x1, x2, . . . , xT ), the probability is the product of conditional
probabilities

pθ (x|y, z) =
T�

t=1

pθ (xt |x<t , y, z) (10)

where a RNN is utilized.1

In the common practice of conditional generative model,
the conditional input is provided as the initial state. Specif-
ically, the label y and the latent variable z are fed into a
transformation layer. Then, this outputs a vector as the initial

1The model is optional. Yang et al. adopts the dilated CNN to model the
sequential generative probability [32].
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state of an LSTM network. Unfortunately, this implementation
fails when tested empirically.

For the labeled data, the input y is the ground-truth in
the data set. In contrast to the unlabeled data, the label is
unknown, and all possible values are iterated when computing
the loss in (2). For instance, in a binary classification task, both
pθ (x|ypos, z) and pθ (x|yneg, z) will be maximized in (2). This
leads to a potential problem where the decoder will generate
x on the basis of neighboring words within the context, and
it will neglect the conditional input y. We will show in
Section VI that it is indeed an issue in practice.

To address this problem, it is essential to increase the
influence of label y, thereby forcing the decoder to recognize
and consider the input label. Instead of just using it as the
initial state, we supply the decoder with the input label at each
time step in the decoder. The decoding process is as follows:

hd
0 = tanh(Wd([y : z])) (11)

hd
t = fd

�
xt−1, y, hd

t−1

�
, t = 1, . . . , T (12)

pθ (xt |x<t , y, z) = softmax
�
Wp

�
hd

t

��
(13)

where x0 is a predefined symbol indicating the start of the
sentence, Wd ∈ R(|y|+dz)×dh , Wp ∈ Rdh×|x | (|x | denotes the
size of the input vocabulary).

Two conditional LSTM (CLSTM) decoders that implement
fd are investigated.

1) CLSTM-I: The first one simply concatenates the xt and
input label vector as the input to the vanilla LSTM network
at each time step. This implementation is also used in other
conditional generative models [35]–[37]

hd
t = LSTM

�[xt−1 : y], hd
t−1

�
. (14)

2) CLSTM-II: The second conditional LSTM network is
motivated by Wen et al. [38]. In this implementation, the label
is directly fed into the computation of the cell state. fd is
presented by

it = σ(Wwi (xt−1) + Whi
�
hd

t−1

�
) (15)

ft = σ(Ww f (xt−1) + Wh f
�
hd

t−1

�
) (16)

ot = σ(Wwo(xt−1) + Who
�
hd

t−1

�
) (17)

ĉt = tanh(Wwc(xt−1) + Whi
�
hd

t−1

�
) (18)

ct = ft � ct−1 + it � ĉt + tanh(Wyc(y)) (19)

hd
t = ot � tanh(ct ) (20)

where σ is the sigmoid function and � is the elementwise
multiplication of vectors. This approach is similar to the
vanilla LSTM except that the label is given in (19). Unlike
CLSTM-I, CLSTM-II perceives the label information in a
more straightforward fashion.

It turns out that both structures are valid and their perfor-
mances vary in regular and sparse data sets. From this point
on, we will denote the combination of SSVAE and CLSTM-I
as SSVAE-I, and the model using CLSTM-II as SSVAE-II.

E. Analysis of SSVAE

As mentioned above, the decoder structure is specifically
designed in SSVAE. Although it is reasonable that pθ (x|y, z)

should be modeled accurately, here we aim to provide a more
thorough explanation.

The motivation derives from discoveries made during the
investigation into the gradient of the classifier. Denote wc as
the parameters in the classifier, and the gradient with regard
to wc of (2) is

�wc =
�

x∈Su

∇wcH(qφ(y|x; wc))

+
�

x∈Su

Eqφ(y|x;wc)[(L(x, y))∇wc log qφ(y|x; wc)] (21)

where the first term can be regarded as a regularization term
to prevent the classifier from overfitting, and the second term
has the same format as in the REINFORCE algorithm [9].
Correspondingly, L(x, y) is equivalent to the reward signal
while qφ(y|x) acts as the policy module. This analogy gives
us a hint regarding how the classifier is improved by the
unlabeled data. That is, for the unlabeled data, the potentially
true label probably leads to a higher reconstruction probability
L(x, y). Because the classifier is trained to maximize the
reward L(x, y), the potentially true label is given more weight,
making it the more likely prediction.

In essence, SSVAE is a generative model containing both
the discrete latent variable y and the continuous latent variable
z, which combines VAE and neural variational inference
learning [39]. More specifically, we give the following the-
orem.

Theorem 1: In SSVAE, if the classifier has infinite capacity
and the encoder and decoder are both fixed, for any unlabeled
data sample x, the optimal classifier q∗

φ(y|x) is q∗
φ(y|x) =

(expL(x, y)/
�

y expL(x, y)).
The proof is provided in Appendix A. When the parameters

of the autoencoder are fixed, the ELBO of pθ (x, y) remains
constant. Theorem 1 states that for any unlabeled sample,
the optimal label prediction is defined by the autoencoder.
This provides an interpretation for the working mechanism of
SSVAE. Since L(x, y) is the approximation of log pθ (x, y),
the optimal target prediction can be approximately rewritten
as q∗

φ(y|x) = (pθ (x, y)/
�

y pθ (x, y)) where log pθ (x, y) ≈
L(x, y), which actually corresponds to the E-step in the
expectation–maximization algorithm [40].

This also implies that, when L(x, y) is estimated inac-
curately, the classifier will be misled. When the standard
sequential generative model ignores the conditional label,
L(x, y) becomes independent of y, i.e., L(x, y) = L(x, ·).
As such, the optimal classifier q∗

φ(y|x) will converge to
predict each category with the same probability (1/|y|). This
problem motivates us to propose the novel decoder in SSVAE.
By forcing the decoder to recognize the conditional input,
the ELBO L(x, y) will make adjustments between different
possible labels. Consequently, SSVAE functions correctly.

V. IMPROVEMENTS

The proposed model has been presented in Section III.
In this section, we introduce two improved techniques
for SSVAE. The RW approach aims to achieve a more
robust reconstruction probability, in turn improving the
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Fig. 2. Example of a case record where only words in the color red are
informative for the prediction.

test accuracy. In addition, a sampling-based optimizer is intro-
duced to increase the training efficiency.

A. Reweighting Approach

In SSVAE, the label is supplied at each time step as input
to the decoder. This assumes that all of the words in the text
are dependent on the label y; however, this assumption is not
reasonable for the sparse text data sets. For instance, in Fig. 2,
the text is a description of a criminal case. The task is to
classify the crime by type, e.g., robbery, theft, and so on. In
this case, only a small fraction of the text depicts the criminal
act. This part is denoted as “relevant” to the classification task
while the rest is not.

In this scenario, we assume that each word xt in the
text sample has a corresponding latent binary variable ut

and ut = 0 denotes that xt is independent of y. For these
irrelevant words, pθ (xt |x<t , y, z) = pθ (xt |x<t , z) holds and
this requires the decoder to ignore the input labels. However,
as the relevance information u is not present in the data set,
we cannot explicitly determine where to discard the input
label during the decoding process. This leads us to the credit
assignment problem in the RL literature, i.e., to determine
what parts the label variable is responsible for.

To alleviate this problem, an RW approach that transfers
the issue from the decoder to the classifier is proposed. This
method is based on the following observation.

Theorem 2: In SSVAE, denote wc as the parameters of the
classifier, and assume that the latent variable u is given (ut = 0
means that xt is independent of the label y); then, the gradient
with regard to wc of (2) is equivalent to

�wc ∼ ∇wcH(qφ(y|x; wc)) − ∇wc DK L(qφ(z|x, y)||pθ(z))

+ Eqφ(y|x)

⎛
⎜⎜⎜⎜⎝

�

t

ut log pθ (xt |x<t , y, z)

� 
� �
words with ut = 0 are discarded

⎞
⎟⎟⎟⎟⎠

∇wc log qφ(y|x; wc)

(22)

where L(x, y) is expanded here.
The proof is given in Appendix B. In contrast to (21),

the words with ut = 0 are explicitly discarded. This implies
that if the relevance information u is obtained, the generative
probability of these independent words can be omitted when
calculating the reconstruction loss, and the gradient remains
unchanged.

In this paper, we propose using the attention
mechanism [41] to obtain the relevance information.
A classifier with the attention mechanism can be regarded

as a feature extractor that will select informative parts to
determine the label y. To learn the model end to end, the soft
attention method is implemented. By applying the attention
mechanism, we can obtain an array of attention weights α

during the classification

α = fatt(x) (23)

where fatt is the attention function of qφ(y|x) and αt ∈ [0, 1]
is a scalar.

With attention weight α obtained, we modify the third
term of (22) by substituting the continuous variable α for the
discrete variable u

Eqφ(y|x)

�
�

t

α̂t log pθ (xt |x<t , y, z)

�
∇wc log qφ(y|x) (24)

where α̂t is the normalized weight αt/
�

j α j .
Although using a continuous variable instead of u will intro-

duce bias, it works well empirically. A continuous variable is
also capable of representing the relevance and extracting the
key content. Generally, the classifier will assign very small
attention weights to the parts that are not useful for prediction.
The irrelevant content can still be discarded when using soft
attention. As long as the classifier is able to correctly focus
on the relevant content, the soft version performs similar to
the hard attention.

Note that we use
�

j α j to normalize the reconstruction
loss. This normalization trick does not degrade the classi-
fication performance in practice. Averaging over α unifies
the scale of loss and stabilizes the training when using
a sampling-based optimization method. Consequently, this
enables us to use various attention methods, as long as the
classifier is able to determine the comparative importance of
each word.

By RW the reconstruction loss, the reward signal for the
classifier becomes more robust. Rather than having the decoder
implicitly infer which part is informative by the decoder, it is
explicitly modeled in the reweighted reconstruction loss. The
decoder is, therefore, not required to derive a highly accurate
probability pθ (x|y, z), and the deviation from the irrelevant
parts will be eliminated by multiplying the attention weight.
This effectively removes some of the responsibility from the
decoder.

B. Optimization Via Sampling

Optimizing the loss in (2) is computationally expensive
because it scales linearly with the number of classes in the
data sets [5]. The generative likelihood has to be reevaluated
for each class during training. To accelerate the training speed,
a sampling-based optimization method is utilized, which
reduces the computational complexity by O(|y|) in a single
batch.

However, it is well known that sampling-based optimization
methods suffer from the high training variance problem. Due
to the scaling of the gradient inside the expectation by a
potentially large term, the gradient derived from a single
sampling will be ineffective. Therefore, the baseline methods,
which are widely used in policy gradient methods [9], [10],
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are adopted. These baseline methods are able to improve
robustness without changing the expected gradient. Here, two
types of baseline methods in the RL literature are utilized.
Both of them are unbiased and independent of the label y.
Denote b(x) as the baseline; the second term in (21) can be
represented as

1

K

K�

k=1

[(L(x, y(k)) − b(x))∇wc log qφ(y(k)|x; wc)] (25)

where y(k) ∼ qφ(y|x; wc).
1) S1: The first baseline is a scalar that approximates the

averaging L(x, y) dynamically. Given that the conditional
generative probability log pθ (x|y, z) is proportional to the
sentence length, the log pθ (x|y, z) is normalized by the length
to unify the scale of L(x, y). The normalization technique is
shown to be effective in stabilizing the training. Specifically,
L(x, y) in (25) is replaced by L	(x, y), where

L	(x, y) = Eqφ(z|x,y)[log pθ (x|y, z)]/|x| + log pθ (y)

−DK L(qφ(z|x, y)||pθ(z)) (26)

and |x| denotes the sequence length. Then, the baseline is
updated by exponential moving averaging

bt = (1 − ρ)L	(x, y) + ρbt−1 (27)

where ρ is a smoothing coefficient hyperparameter.
2) S2: The second method samples several labels from

qφ(y|x), and the averaging ELBO (1/K )
�K

k=1 L(x, y(k)) is
used as the baseline. This method is usually referred to as vari-
ational inference for Monte Carlo objectives (VIMCO) [42],
and it does not require learning additional parameters to
perform variance reduction. Although this baseline is more
computationally expensive, it is more robust.

VI. EXPERIMENTS

In this section, we present the experimental results of
SSVAE, accompanied by an overview of the implementation
details. We first show that the SSVAE is effective in improving
the test accuracy on four data sets. Then, we thoroughly
analyze the effect of the decoder structures, sampling-based
optimizer, and RW approach. Finally, the generation ability of
the SSVAE is also investigated with qualitative results.

A. Hyperparameters and Implementation Details

The system is basically implemented using Theano [43].
The ADAM optimizer [44] is adopted in all experiments with
a 3e-4 learning rate, 0.9 beta1, 0.999 beta2, and 1e-8 epsilon.
In terms of the model regularization, the dropout [45] and
batch normalization [46] are used. We apply dropout with a
0.5 rate to the word embedding and the outputs that connect
to the MLP layers. The batch normalization, which plays a
crucial role during training, is also used “vertically” in all
outputs of the MLP layers, i.e., the input of the decoder,
the output of the encoder, and the fully connected layer of the
classifier. The word embedding is initialized using GloVe [47]
pretrained vectors2 with a dimension of 300. As reported

2http://nlp.stanford.edu/data/glove.640B.300d.zip

in [48], the weight of the KL term in (1) should be carefully
tuned to prevent the classifier from becoming stuck in a
local optimum. In our system, the weight of the KL term is
set to be σ(75 + e/12), where e is the number of epochs.
The hyperparameter γ in (3) is set to be 1 + Nu/Nl , where
Nl (Nu) is the number of labeled (unlabeled) data samples.
When using the S1 baseline method, the smoothing coefficient
hyperparameter ρ is set to be 0.99. In terms of model structure,
we used 512 units for the RNN. The dimension of the latent
variable z is 50. The gradients are clipped by [−10, 10] and
the norm of the gradient is constrained by 25 [49]. It is also
noteworthy that the cell clip technique is essential when using
CLSTM-II, without which the training becomes unstable.

In the following, the S1 and S2 tags are used to indicate that
the model (SSVAE-I,II) is trained using the sampling-based
optimizer with two variance reduction techniques. The RW
tag is used to indicate that the model is trained with the RW
approach and has the attention-based classifier adopted. Here,
the simple self-attention model (SelfAtt) is used. This model
utilizes the attention mechanism on the basis of the RNN states
(see the details in Appendix C). SSVAE (SelfAtt) denotes that
the SelfAtt is implemented as the classifier.

B. Data Sets

The benchmarks of focus are text understanding tasks,
including sentiment analysis (Large Movie Review data
set from the IMDB [50]), text classification (AG’s News
corpus [51], CaseType data set), and relation classification
(Google Extraction data set.3) Among these four data sets,
the IMDB data set and AG’s News data set are regular data
sets. Conversely, the samples in the Google Extraction data
set and the CaseType data set are sparse. Each data sample
in the IMDB data set is a movie review, and the task for
the AG’s News data set is to categorize the news into one of
five topics. The Google Extraction data set consists of 27K
records, each of which describes several aspects related to
a person. Although it is a relation classification data set,
we treat it as a general text classification problem because
the entity information is not given in the data. Therefore,
it is the model’s duty to determine whether the mention of a
relation exists within the input text. This data are considered
sparse because the relation mention usually corresponds to a
single sentence in a data sample. The CaseType data set4 is a
Chinese classification data set, where each sample is a record
of an ordinary security case with a manually labeled target
(cf., Fig. 2). The record depicts several aspects with only a
few words informing the case category. The statistic of these
four data sets is provided in Table I.

To verify how the performance of the model varies with
different amounts of labeled data, we create several data sets
by shifting the labeled data into unlabeled data. When doing
this, we ensure that the class distributions are the same in
both labeled data and unlabeled data. For the IMDB data set,
the text is truncated with a maximum length of 400, while for

3https://github.com/google-research-data sets/relation-extraction-corpus
4The processed Google Extraction and CaseType data sets are available

from https://github.com/wead-hsu/sssp
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TABLE I

STATISTIC OF THE DATA SETS

TABLE II

PERFORMANCE OF THE METHODS WITH DIFFERENT AMOUNTS

OF LABELED DATA ON THE IMDB DATA SET

the other three data sets, the maximum sentence length is set
to be 200. In the following, we first show the classification
accuracy of the SSVAE on these four data sets and then
analyze the effect of the components in detail. The results
shown reflect the performance of each model at the training
step at which the model performs best on the development set.

C. Benchmark Classification

Table II illustrates the classification accuracy on the IMDB
data set. The model using vanilla LSTM, referred to as
SSVAE-vanilla, fails to improve the classification perfor-
mance. In contrast, our models, i.e., SSVAE-I and SSVAE-II,
improve the test accuracy over the pure-supervised classifier
by a large margin. With fewer instances of labeled data,
the improvement is more evident. When using only 2.5K
labeled data (∼3% of all training samples), our model is able
to achieve a test accuracy of 89.7%. This is a net gain of 7.7%
over the pure-supervised LSTM. In fact, it is superior even
when the pure-supervised LSTM is trained using 20K labeled
instances. Given our results, we feel that SSVAE is an effective
semisupervised learning model for text classification tasks.

In addition to the pure-supervised models, we compare our
model with LSTM that is initialized by language modeling
(LM-LSTM), which is proposed by Dai and Le [31]. The
LM-LSTM is an effective semisupervised method for the text
classification problem that works by learning the language
model to pretrain the classifier. After pretraining, the model
can extract useful semantic features and the optimization is
easier as a result of the parameters being better initialized [52].
For the IMDB data set, SSVAEs perform slightly worse
than the LM-LSTM, which is an indicator that the role of
initialization is crucial for the RNN classifier. Recall that in
SSVAE, the classifier is an independent component. As such,

TABLE III

PERFORMANCE OF THE METHODS WITH DIFFERENT AMOUNTS
OF LABELED DATA ON THE AG’S NEWS DATA SET

TABLE IV

PERFORMANCE OF THE METHODS ON THE IMDB
SENTIMENT CLASSIFICATION TASK

it is complementary with pretraining-based methods and can
take advantage of the benefits offered through pretraining.
When the LM-LSTM is used for the parameter initializa-
tion, the classification accuracy is further improved. Table III
demonstrates the results of AG’s News data set. A summary
of previous results on the IMDB and AG’s News data sets are
given in Tables IV and V. The experiments on the AG’s News
data set were originally conducted with 8/16/32K labeled data
in the original paper [1]. Recently, comparable results were
reported in the literature [53] with 12K labeled samples. To
compare with these results, the performance of the SSVAE
with 12K labeled data samples is evaluated and reported
in Table V, together with several other supervised results using
the full AG’s News from [54]. It is worth noting that the
classifier in SSVAE is compatible with other more powerful
models to possibly obtain better results.

Tables VI and VII demonstrate the results on the Google
Extraction, and CaseType data sets, respectively. All of these
results demonstrate that the SSVAE shows a significant
improvement in test accuracy when compared to baseline
methods.

The TopicRNN paper [33] only reported the result of the
IMDB data set. Since the code for TopicRNN has not yet been
released, we reimplemented it with the same configuration and
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TABLE V

PERFORMANCE OF THE METHODS ON THE AG’S NEWS TASK

TABLE VI

PERFORMANCE ON THE GOOGLE EXTRACTION DATA SET

evaluated its performance on other data sets. When comparing
with TopicRNN, SSVAE is outperformed on the regular text
data set. However, on the sparse text data set, SSVAE becomes
superior. Given these results, we suggest that TopicRNN is
suitable for coarse-grained text classification problem, e.g.,
topic modeling. For fine-grained tasks, TopicRNN may suffer
from capturing task-related information, because the general
representation vector extracted by unsupervised learning is
task-agnostic. This conclusion is in line with that when
comparing SSVAE with LM-LSTM. On the sparse data sets,
LM-LSTM performs worse than SSVAE, indicating that the
general features learned from training the language model
are not very helpful in the fine-grained classification task. In
contrast, SSVAE performs well because it models the joint
probability; hence, the features related to the tasks can be
captured. Overall, we conclude that, if the data are sparse,
SSVAE is preferred. Otherwise, it may be a better choice
to extract a global representation vector in an unsupervised
manner, e.g., LM-LSTM and TopicRNN.

D. Analysis of Conditional LSTM Structures

The importance of the decoder structure is emphasized in
Section IV-D. The comparison between different decoders is

TABLE VII

PERFORMANCE ON THE CASETYPE DATA SET

Fig. 3. Classification accuracy and the discrimination index of the decoder
between models using vanilla LSTM and conditional LSTMs, with 5K labeled
data samples on the IMDB data set.

provided in Tables II, III, and VI. From these results, it is seen
that the SSVAEs using the proposed decoders, i.e., SSVAE-
I,II, outperforms SSVAE-vanilla remarkably. In fact, when
using vanilla LSTM as the decoder, the accuracy curve quickly
diverges after several epochs. As aforementioned, this is
because the SSVAE-I,II can obtain a more accurate generative
probability compared to SSVAE-vanilla. We make the claim
that the relative difference of the generative probabilities
L between different given labels is almost identical to the
classification accuracy. To verify this, an index about L is
defined to explore the relationship between the classifier and
the autoencoder

D = 1

Nl

Nl�

i=1

�{arg max
y

L(x(i), y) = y(i)} (28)

where (x(i), y(i)) is a data sample in the training labeled set,
Nl is the number of total labeled instances, and L(x, y) is
defined in (1), � is the indicator function that takes on a value
of 1 if its argument is true, and 0 otherwise (�{True} = 1,
�{False} = 0). It can be regarded as the predictive accuracy
using the generative probability pθ (x, y) (cf. Theorem. 1). The
smoothed curves D of models using these decoders, together
with the test classification accuracy A, are shown in Fig. 3.

When using CLSTMs, the classification accuracy increases
consistently with the D index, which indicates a strong corre-
lation between qφ(y|x) and the objective L. During the early
training phase, the classification accuracy of vanilla LSTM
improves quickly as well. However, it diverges after 13 epochs.
Meanwhile, D improves very slowly, showing that L is not
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TABLE VIII

TIME COST (SECONDS) OF TRAINING 1 EPOCH USING DIFFERENT
OPTIMIZATION METHODS ON AN NVIDIA GTX TITAN-X GPU

Fig. 4. Test accuracy curves of the SSVAE with or without the
sampling-based optimizer with 32K labeled data on the AG’s News data set.

discriminative. Therefore, the classifier will be misled by the
false signal and fail to properly utilize the unlabeled data.

Both CLSTM-I and CLSTM-II are compatible within the
SSVAE and their performances vary over the different types
of tasks. In the AG’s News data set II, the CLSTM-I is slightly
outperformed by the CLSTM-II. In contrast, the CLSTM-I is
better for the Google Extraction task VI. Given our obser-
vations, we conclude that the appropriate choice of decoder
structure depends on the data set used in the experiment.
The CLSTM-II receives conditional label information more
straightforwardly; hence, it has no option to ignore the given
labels for the irrelevant text. Therefore, it is less suitable for
sparse text data.

E. Sampling-Based Optimizer

Here, the effectiveness of the sampling-based optimizer,
described in Section V-B, is analyzed. Tables II and III also list
the results using different optimizers. In the implementation,
the number of sampling K is set to 1 when using S1 and 2
for S2. The S2 results in the IMDB data set are omitted since
there are only two categories.

In terms of performance, the sampling-based optimizer is
able to achieve similar accuracy compared to that without sam-
pling. From the results, we observe that S2 outperforms S1 in
all experiments, indicating that the baseline b(x) obtained
by S2 is more accurate than S1. Furthermore, S2 is able to
achieve accuracy on par with the SSVAEs without using the
sampling method, which verifies that S2 is an efficient baseline
method for SSVAE. The adoption of pretrained weights has the
beneficial effect of stabilizing the training for both S1 and S2.
The computational effort using the sampling-based optimizer,
measured in terms of time, is less on both the IMDB and the
AGs News data sets (cf. Table VIII and Fig. 4).

F. Analysis of the Reweighting Approach

The RW approach is motivated by the credit assignment
problem. For the sparse textual data, the dependency on the

TABLE IX

PREFERRED SETTING FOR SSVAE

label y varies across words in the sentence. To tackle this
problem, the RW approach aims to eliminate noise from
the irrelevant contents by multiplying a relevance coefficient
in the reconstruction loss. The RW approach is verified
on the Google Extraction and CaseType data sets, shown
in Tables VI and VII. To incorporate the RW, the attention-
based classifier SelfAtt is utilized as the basic classifier. From
the experimental results, we see that SSVAE works well for
the sparse text data, and the RW approach is able to further
improve the classification accuracy consistently.

To investigate whether the RW approach works on regular
text data, we conducted experiments on the AG’s News data
set, as shown in Table III. The results reflect that the RW
approach does not benefit the SSVAE on the AG’s News data
set. This is reasonable given that the RW approach is designed
to resolve the credit assignment problem that occurs only in
sparse text data sets. Nonetheless, the impact of using the RW
approach in the regular data is negligible. The deterioration
of the final accuracy is mainly attributed to the ability of the
classifier.

A summary of the suggested configuration for SSVAE is
listed in Table IX. From the reported results, the choice of
components mainly depends on the type of data used in the
experiments. A simple way to determine whether a data set is
sparse to see whether the simple attention mechanism helps
for the classifier.

G. Analysis of Latent Space

To investigate whether the model has utilized the stochastic
latent space, KL-divergence is calculated for each latent vari-
able unit zi during training, as shown in Fig. 5. This term is
zero if the inference model is independent of the input data,
i.e., qφ(zi |x, y) = p(zi ), and hence collapsed onto the prior
carrying no information about the data. At the end of the
training process, approximately 10 out of 50 latent units in
our model retain an obviously nonzero value, indicating that
the latent variable z has propagated useful information to the
generative model.

To qualitatively study the latent representations, t-SNE [61]
plots of z ∼ qφ(z|x, y) from the IMDB data set are seen
in Fig. 6. The distribution is Gaussian-like due to its nor-
mal prior p(z). The distributions of the two classes are not
separable, which indicates that the latent variable z does not
carry information for the classification. When digging into
some local areas, it is interesting to discover that sentences
sharing similar syntactic and lexical structures are clustered
together. This suggests that the shallow semantic context and
the categorical information are successfully disentangled.

Another good explorative evaluation of the model’s capa-
bility to comprehend the data manifold is to evaluate the
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TABLE X

GOOD GENERATED SENTENCES CONDITIONED ON THE DIFFERENT CATEGORICAL LABEL y AND SAME LATENT STATE z ON THE IMDB DATA SET

TABLE XI

GOOD GENERATED SENTENCES CONDITIONED ON THE DIFFERENT CATEGORICAL LABEL y AND SAME
LATENT STATE z ON THE AG’S NEWS DATA SET

Fig. 5. log DKL(qφ(z|x, y)||p(z)) for each latent unit is shown at different
training epochs. The high KL (white) unit carries information about the input
text x.

generative model. Several z are selected to generate sentences
using the trained conditional generative model pθ (x|y, z).
Table X demonstrates several cases using the same latent
variable z but with opposite sentimental labels for IMDB.
Sentences generated by the same z share a similar syntactic
structure and dictionary, but their sentimental implications are
much different from each other. The model appears to be able
to recognize the frequent sentimental phrases and remember
them according to the categorical label y. While faced with
the difficulty of a model understanding complex sentiment
implication, it is interesting that some sentences can express
sentimental information beyond the lexical phrases, e.g., “but
this is the only reason why this movie was made in the United

Fig. 6. Distribution of the IMDB data set in latent space z using t-SNE.

States.” Similar interesting sentences can also be generated on
the AG’s News data sets (cf. Table XI).

VII. CONCLUSION

The SSVAE has been proposed for the semisupervised
text classification on the basis of VAE. Both analytical and
experimental work has been carried out to explain why
a novel structure is necessary to achieve functionality and
effectiveness with SSVAE. In particular, the proposed model
is validated using four data sets and it is able to achieve
competitive results when compared against recent baselines.
In addition, two improved techniques are put forward and ana-
lyzed: a sampling-based optimizer and an RW approach. The
sampling-based optimizer successfully increases the training
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efficiency, while the RW approach benefits SSVAE for sparse
text data. To complement our model, a usage guide is provided
to assist with configuring SSVAE on new tasks.

The effectiveness of SSVAE in semisupervised text clas-
sification tasks has been validated. One of our future goals
is to continue exploration into other semisupervised natural
language processing (NLP) tasks that have more complex
output structures. In the future, we expect to extend the field of
SSVAE by integrating more information, e.g., syntactic struc-
ture and grammar. Our intention is to discover, implement, and
present novel and powerful language comprehension tools that
will be of use in many domains and provide solutions for both
new and existing problems.

APPENDIX A
PROOF OF THEOREM 1

Proof: Since the autoencoder is fixed, L is constant.
Therefore, the optimal classifier for the unlabeled data in (2)
is

arg max
qφ(y|x)

�

y

qφ(y|x)L(x, y) + H(qφ(y|x)). (29)

By the Lagrange multiplication theorem, the problem becomes

min
λ

max
qφ(y|x)

�

y

qφ(y|x)L(x, y)

+H(qφ(y|x)) + λ

�
�

y

qφ(y|x) − 1

�
. (30)

Let the gradient with regard to qφ(y|x) be equal to 0, we then
have

qφ(y|x) = exp(−1 − λ − L(x, y)). (31)

Since
�

y qφ(y|x) = 1, λ = log
�

y exp(−1 − L(x, y)).
Therefore,

q∗
φ(y|x) = exp(L(x, y))/

�

y

exp(L(x, y)). (32)

�

APPENDIX B
PROOF OF THEOREM 2

Proof: We show that the content with ut = 0 can
be removed from the reconstruction loss without changing
the expected gradient. Recall that ui = 0 denotes that the
corresponding input is not relevant to the classification task.
We can express the equation by splitting p(x|y, z) into two
parts

Eqφ(y|x)

�
�

t

log p(xt |x<t , y, z)

�
∇wc qφ(y|x)

= Eqφ(y|x)

⎛

⎝
�

ut=1

log p(xt |x<t , y, z)

⎞

⎠∇wc qφ(y|x)

+ Eqφ(y|x)

⎛

⎝
�

ut=0

log p(xt |x<t , y, z)

⎞

⎠∇wc qφ(y|x). (33)

The second part can be subtracted, because

Eqφ(y|x)b(x, z)∇wc log qφ(y|x; wc)

=
�

y

b(x, z)∇wc qφ(y|x; wc)

= b(x, z)∇wc

�

y

qφ(y|x; wc) = 0. (34)

where b(x, z) = �
ut=0 log p(xt |x<t , y, z). Hence,

Eqφ(y|x)

�
�

t

log p(xt |x<t , y, z)

�
∇wc log qφ(y|x)

= Eqφ(y|x)

�
�

t

ut log p(xt |x<t , y, z)

�
∇wc log qφ(y|x).

(35)

�

APPENDIX C
SelfAtt: CLASSIFIER WITH THE ATTENTION MECHANISM

The attention mechanism is typically implemented as
per [41]. Similar to the model in [62], a GRU network first
takes as input the sequence x = {xt }l

t=1 and outputs a state
sequence representing the semantic annotation at each time
step

ht = GRU(ht−1, xt ) (36)

where ht denotes the state at time t . As each word contributes
differently to the prediction, the context vector c for the
prediction is defined as

c =
�

t

αt ht . (37)

The attention weight αt of each annotation ht is computed by

αt = exp( fa(ht , q))�
j exp( fa(h j , q))

, (38)

where q is a learnable vector denoting the classification task,
and fa is a standard attention score function as in [41]. Then,
the weighted context c is supplied as input to a fully connected
layer with a softmax function about y. This implementation is
denoted as SelfAtt.
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